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NOTICE: The project that is the subject of this report was approved by
the Governiiis Buard of the National Research Council, whose members are
drawn from the councils of the National Academy of Sciences, the
National Academy of Engineering, and the Institute of Medicine. The
members of the committee responsible for the report were chosen for
their special competencies and with regard for appropriate balance.
This report has been reviewed by a group c-her than the authors according
to procedures approved by a Report Review Committee consisting of
members of the National Academy of Sciences, the National Academy of
Engineeritig, and the Institute of Medicine.

The National Research Council was established by the National
Academy of Sciences in 1916 to associate the broad community of science
and technology with the Academy's purposes of furthering knowledge and
of advising the federal government. The Council operates in accordance
with general policies determined by the Academy under the authority of
its congressional charter o. 1863, which establishes the Academy as a
private, nonprofit, self-governing membership corporation. The Council
has become the principal operating agency of both the National Academy
of Sciences and the National Academy of Engineering in the conduct of
their services to the government, the public, and the scientific and
engineering communities. It is administered jointly by both Academies
and the Inst'tute of Medicine. The National Academy of Engineering and
the Institute of Medicine were established in 1964 and 1970,
respectively, under the charter of the National Academy of Sciences.

This publication is based or. a study performed pursuant to Contract
DAMD 17-82-C-2306 between the U.S. Army Medical Research and Development
Command and the National Academy of Sciences.

The view, opinions, and/or findings contained in this report are
those of the authors and should not be construed as an official
Department of the Army position, policy, or decision, unless so
designated by other documentation.
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OVERVIEW: COGNITIVE TESTING WORKSHOP

Many investig;.tors do not agree about whether, or the extent to

which, nutritional factors affect the cognitive performance of military

personnel. Although modern warfare increases the need for optimal

cognitive functioning, military personnel must frequently perform under

conditions of less than optimal nutritional support. To define the

relatiunship between nutrition and cognitive performance more clearly,

the Food and Nutrition Board's Committee on Military Nutrition Research

within the National Research Council's Commission on Life Sciences

sponsored a workshop at which experts on military performance, cognitive
testing, and nutrition reviewed relevant data, identified key issues, and

developed strategies for future research.

The first goal of the workshop was to ascertain the current state of

knowledge concerning cognitive performance testing. Toward this end,

participants were asked to present papers describing the variety of

cognitive tests and test batteries that heve been developed in recent
years to assess specific aspects of human cognitive performance. The

speakers also discussed the applications of these tests in various

settings. It was the consensus of the workshop participants that tests

now in use provide measures of important aspects of cognition likely to

be affected by nutritional variables and that research programs designed

to measure these effects could begin by conducting these tests and
assessing the results. The participants also agreed that because human

cognitive abilities are extremely complex, no single test or test battery
can be designed to measure all aspects of the effects that nutritional

factors can exert on cognitive performance.

A second goal of the workshop was to develop guidelines for selecting

appropriate cognitive tests for use by the Department of Defense in its

nutrition :esear-a program. After considerable discussion, participants

recommended that three criteria be given primary consideration:

a Tests should be sensitive to the effects of nutritional

variables. It would also be useful to determine the tests'

1s ma n |mm i m 
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sensitivity to other variables, such a. sleep deprivation and
drugs, which can also affect brain and body chemistry.

" Only tests of known reliability should b,, ccnducted. A reliable
test jas d fined as one for which tV'e major variables affecting
pertormance are known and therefore can be controlled
experinwntally or treated as covariables.

" The tests should be relevant to military tasks. Although there
are %ery fw data correlating cognitive test scores with
periormance in combat or in other military environments, it was
nevertheless agreed that measures of certain cognitive functions
are likely to correlate with military performance during tasks

with high cognitive demands.

The third goal of the workshop was to identify research topics with

promise of improving our ability to assess the ef-ects of nutrition on
the performance of military personnel. Workshop participants identified
two such subjects:

" Ihere is a need to determine the sensitivity of existing tests to
measure cognitive functions such as attention, memory and
learning, mood, reading and comprehension, and self-monitoring of
cognitive performance. The investigations should initially focus
on nutritional variables that are likely to be encountered by
military personnel and suspected of affecting cognition on the
basis of previous observations such as those concerning acute

water and caloric deprivation.

" The predictive power of laboratory test' of cognintion needs to
be determined for military personnel in situations involving heavy
cognitive demands. Relevant data could be obtained by correlating
the perforince of military personnel on specific cognitive
batteries with their performance under such demanding field

conditions.



SESSION I

INTRODUCTION--CURRENT METHODS OF ASSESSING C06NIrIVE PERFORMANCE

The purpose of this session was to review and discuss the ct,rrent
methods of assessing cognitive performance. Four areas of cognitive
research are drawn upon to illustrate the kinds of tests that are
available to the military for studying the effect of nutritional
deficits on cognitive performance. These include tests of attention,

memory, neuropsychology, and complex problem solving. Each of these
areas is discussed in relation to the development of sensitive and
reliable tests of cognitive function.

ha



EVALUATING COMPLEX-PRO)BLM-SOLVING ABIL ITY

Earl Hunt

The human claim to be king of the beasts rests on our ability to
use reason rather than to tight, run, or breed. Because our power
rests on thought, it behooves us to be aware of anything in our
environment, including nutrition, that influences thinkirng ability. We
can only be aware of how things influence our thought if we can measure

how well we are thinking.

Measurement procedures are based on theories about the variable to
be measured. Physical health could be measured by recording
performance in athleti, games, but few physicians would advocate such a
procedure. A better picture of physical health can be obtained by
breaking down physical performance by specific physiological systems.
It is possible to take somewhat the same approach in analyzing human
cognition. Mental functioning can be analyzed by isolating and

studying the elementary information-processing capacities of the
brain. This is the approach that justifies studies of memory, sensory
discrimination, and the concentration of attention as legitimate parts

of the study of cognition.

.lthough such analyses are useful, they represent indirect

approaches to the measurement problem. No rational person is
interested in the relation between, say, the amount of processed

carbohydrates in a person's diet and that person's ability to retain

lists of arbitrary letter-number pairs. The ability to learn arbitrary
associations is only of interest to the extent that it is an indicator
of a basic ability to learn to make associations that are useful in

solving real-world problems. If this is the case, then testing
learning by using lists of paired associates is analogous to testing

cardiac function by using a blood pressure cuff. We see here the
importance cf theory in measurement. If a person's mental competence
is an inevitable result of his or her competence in elementary
information processing, then general competence can be established by
measuring the various elementary capacities in isolation. Procedures

can be devised to do this, and there is some truth in this approach. A
compendium of an individual's basic abilities does provide some
information about general cognitive ability, in particular about
negative ability. People who are markedly deficient in a variety of

4
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basic information processes are unlikely to be capable (by humat.
standards) of very complex thought, just as the classic 98-pound
weakling is unlikely to be able to play professional football.
However, the possession of adequate basic information-processing
capacities permits but does not guarantee adequate or outstanding
problem-solving ability. When people thi.k, they synthesize their
elementary information-processing ab.lities to solve problems. The
quality of the synthesis may often be the major determiner of the
quality of thought (1).

These rather abstract remarks can be given content by considering
something that everyone would agree is an example of higher-order
cognition, problems in elementary physics. Physics problem s'lving has
been studied in detail, and several principles of problem solving have
been identified in the course of the research (Chi et al., 1981; L.rkin
et al., 1980).

Physics problems are verbal statements describing a specific
physical situation. For example:

A block of weight w is placed on a plane of length m,
inclined at an angle a to a horizontal floor. If the
coefficient of friction between the block and the plane is c,
what will the block's speed be at the moment at which it
strikes the horizontal floor?

When expert physicists see sucn problems, they first classify them
in terms of the abstract physical principle involved (Chi et al.,
1981). The problem given above involves the balance of forces. The
label assigned to the problem cues the procedures for calculating the
quantities important in solving the problem (Larkin et al., 1980). The
answer to a problem may be derived during these calculations or it may
be easily derivable from their results. If this is not so, the expert
is likely to reconsider the problem, trying new classifications and
accompanying procedures until the answer becomes apparent (Larkin et
al., 1980). Some general principles can be extracted from this
example. Both experts and novices call on several different
information-processing capacities in problem solving. They must
recognize previously seen stimuli, both at the physical level (words)
and at the more abstract level (concepts, such as balance o; force).
An internal mental representation of the situation must be built up
from a verbal description. This implies a capacity for comprehensior
of language and an ability to hold information in a temporary
workspace, which will be called working memory. Most people will
either imagine a diagram or draw one explicitly, implying an ability to
manipulate visual-spatial images. Eventuaily, equations must be
solved. This process requires the extraction of rules from long-term
memory and their exercise in working memory.

A -isychologist of the 19th century would say that physics problem
solving draws on several faculties of the mind. Since the term faculty
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is somewhat archaic (2), the term latent trait will be used instead.
Latent traits are abstract constructs, representing mental capacities
that are drawn upon in producing overt, observable problem solving.
Problem solving in physics is in no way unique in il-s drawing on
several traits. Virtually all problem-solving situations depend on
more than one mental ability. This is also true of intelligence

tests. Most such tests are intentionally compendiums of subtests
requiring different types of mental behavior, i.e., calling upon
different traits (Wechsler, 1975).

All mental traits are eventually determined by biological status,
because the exercise of a trait requires information processing, and
information processing is a function of the brain. When performance is
based on knowledge, the relationship between the brain, as an
information processor, and the mind, as a problem solver, is greatly
attenuated. This is an important point for two reasons.
Knowledge-driven behavior is very important in human life, especially
once the early schooling years have passed. Most of us earn our place
in society by doing what we know how to do, not by being able to solve
the esoteric problems presented on intelligence tests. Furthermore,
knowledge is not limited to declarative knowledge about facts. People
also acquire procedural knowledge about how to solve problems.

Procedural knowledge may or may not be tied to a domain. Continuing
with the physics illustration, the equation relating instantaneous
velocity to accelerating force is a specific fact of limited
applicability. The concept of examining the relationship between
quantities to be conserved can be applied more widely, e.g., to
problems in balance of forces, thermodynamics, and the analysis of
electrical circuits. Treating a specific problem as a special case of
a generalized form of reasoning, such as arithmetic or logic, is a very
powerful technique that works outside of physics. It is also a learned
technique that is apparently associated with exposure to Western
schooling (Scribner, 1978).

In general, the more domain-specific a strategy is, the more
efficiently it uses the brain's basic information-processing
capacities. This is particularly true of information-processing
demands on working-memory capacities. The most efficient way to solve
a problem is to know the answer already, making no demands on
problem-solving mechanisms or the physiology behind them. To
complicate the issue, learning itself is a physiologically based
process, and obviously the ability to learn is a necessary, though not
sufficient, condition for the acquisition of knowledge.

To sum up, virtually any act of cognition forces the thinker to
draw upon several latent traits. This has a strong implication for
studies that wish to treat cognition as a dependent variable
manipulated by noncognitive factors. We do not study the relationship
between, say, cadmium levels in hair and performance on sn intelligence
test because we think cadmium affects test performance out because we
believe that cadmium indicates a physiological latent trait that in
some way controls an intellectual latent trait. The intellectual
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trait, in turn, is indicated by but is not identical to test
performance. For some physiological variables the use of indicators
does not unduly complicate the logic of the study, because the
indicators are believed to be determined almost entirely by the latent
trait of interest. This assumption is almost never justified in the
analysis of cognitive behavior. Furthermore, it is almost never
justified when sociological variables are introduced into the picture.
(Does anyone really believe that the cultu'al milieu of a child's home
is adequately indexed by family income?)

In the following section these general points are made concrete by
examining three studies of the relation between constimatory behavior
and cognition. The studies were chosen to illustrate measurement
problems rather than to affirm or deny the authors' substanLive
conclusions. The first study uses a fairly simplistic approach in
which inferences are drawn from the experimental manipvlation of a
single indicator. The second study uses a multiple-regression approach
to make its point, but does not explicitly consider latent traits and
their relationship. The third study does use a latent-trait approach.

EXPERIMENTAL MANIPULATION OF COGNITION

Many studies analyze the effects of an experimental manipulation on
a single dependent measure of cognition. A good example is Pollit et
al.'s (1983) study of the effects of short-term fasting on the
cognitive performance of children. A within-subject design was used.
Children aged 9 to 11 years were given the matching familiar figures
(MFF) test (Kpgan et al., 1964) twice, once on days when they had eaten
breakfast and once on days when they had not. The children were also
given a standardized intelligence test once to use intelligence as a
covariate in the design. It was found that more errors were made on
the MFF test on the no-breakfast than on the breakfast day. The effect
was found for children with scores both above and below the median on
the ir.telligence test. The authors concluded (p. 173) that "MFF test
findings in the past and present study are relevant to the educational
setting because errors on this test correlate negatively with
educational achievement measures." Two studies are ciied indicating
correlations of about -0.4 between errors on the MFF and scores on
tests of basic school skills.

The authors' conclusions may or may not be true. The MFF test
presents a cartoonlike target figure, such as a teddy bear sitting in a
chair, and an array of six similar cartoons, one of which is exactly
identical to the target. The others differ from the target in minor
ways, e.g., in the arrangement of a ribbon on the bear. The task is to
identify the exactly similar item. Passing the test is supposed to be
an index of the ability to take an analytical perspective in examining
pictures. Intuitively, the test seems to involve some but not all of
t-e traits that would lead to success in school and to have some unique
features of its own. This suspicion is reinforced by analyses
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presented by the test developers, who pointed out that errors on the
MFF test could be predicted by the combined measur2s of intelligence
and characteristic speed of responding. The combined predictors did
better than either predictor alone (Kagan et al., 1964, p. 27).

Figure I presents an analysis of the Pollitt et al. (1983) results
and summarizes the following points:

o The two observable dependent measures, MFF scores and
school achievement scores, are produced by three latent traits,
one common to the two tests and two measure-unique traits. This
conclusion is based on the fact that the absolute value of the
correlation between the two measures is well below the value it
would have if they were both measures of the same trait (3).

o Short-term fasting influences one of the latent traits
underlying the MFF test, but which one is not known.

FIGURE 1. Different possible explanations of the results of
Pollit et al. (1983). Fasting could influence
factors common to school achievement and behavior on
the uF test or some factor unique to that test. In

this and subsequent figures, observable variables
are shown in rectangles and latent variables are

shown in hexagons. Causality is indicatcd by a
single-headed arrow. Correlation without imrlication
of causality is shown by a double-headed arrow.

Note that the criticisms directed at this study have very little to
do with the particular choice of the MFF score as a dependent
variqble. The same criticisms coula be directed at any study that used
a single dependent variable that was a less than perfect indicator of
the variable of interest (4).
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A MULTIVARIATE STUDY WITHOUT LATENT VARIABLES

Multiple-regression studies isolate a single dependent variable and
study its relation to several independent variables. Experimental
designs such as that used in the Pollit et al. (1983) study can be
analyzed by multiple regression (Searle, 1971), so it is not surprising
that multiple-regression studies share some of the problems of
univariate experimental designs. This will be seen in the study to be
discussed, a report by Lester et al. (1982) on the relation between

refined carbohydrate intake and cognitive functioning in children.

Lester et al.'s study was correlational in the sense that it made
use of natural covariation in variables. There were two questions of
interest: does intellectual capacity covary (negatively) with the
amount of refined carbohydrates in the diet. and if it does, is the
linkage associated with a reduced ability to rid the body of metal
pollutants? School children aged 5 to 16 years in rural Maryland were
examined. Full-scale, verbal, and performance IQ scores were estimated
by using a form of the Wechsler Intelligence Scale for Children
(Wechsler, 1974). The wide-range achievement test (WRAT) (Jastak and
Jastak, 1978) was also administered. This is a test of accomplishment
in reading, spelling, and arithmetic. The independent variables were
the amount of processed carbohydrates in the diet, estimated from
self-report, and the amount of lead and cadmium in the children's
hair. Age, sex, race, and a coding for family socioeconomic status
(SES) were also recorded for use as covariates.

Full-scale IQ scores covaried negatively with the proportion of
refined carbohydrates in the diet (r = -0.25). The reported-diet
measure was statistically independent of (or, more precisely, not
reliably related to) race, spx, age, and SES. The cadmium and lead
content of hair both reliably related to IQ score (lead, r = -0.34;
cadmium, r = -0.31). Cadmium, but not lead, was reliably related to
carbohydrates in the diet (r = 0.25).

Lester et al. then performed an interesting and informative
analysis. They computed a series of hierarchical multiple regressions
using the three intelligence measures (full-scale, verbal, and
performance IQ) and the three achievement mea.ures as dependent
variables. In each analysis predictions were first made with race,
sex, age, SES, and hair cadmium level as predictors. The residual
portion of the dependent variable was then related to the portion of
processed carbohydrates in the diet. There was a reliable relationship
(5) for every dependent variable except spelling. On the basis of
this, Lester et al. concluded that the consumption of processed
carbohydrates had a negative effect on mental competence beyond tiit
due to its statistical (and possibly causative) assuciation witn high
levels of cadmium in the body.

This study has two noticeable advantages over such studies as that
by Pollit et al. (1983). Multiple measures of complex reasoning were
used, and these measures could be regarded as being important in
themselves rather than as indicators for some other variable. Certain
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technical statistical issues could be raised, but these probably do not

affect the thrust of the results (6). A more relevant criticism is
that Lester et al. might have presented a much clearer picture of their
results if they had used a latent-trait analysis instead of restricting
their attention to parallel regression analyses of individual
variables. Let us consider why.

It can be argued that mental competencies fall into two broad
areas, verbal and nonverbal reasoning. Note that the stress here is on
competency and not the achievement-aptitude distinction implicit in
separating the IQ and WRAT measures. The 'arious dependent variables

in the Lester et al. study could be looked on as indicators of these

two latent traits, with each competency variously involved in each
test. Similarly, the independent variables can ,e looked on as
indicators of three classes of causal agent: mt.al pollutants,
carbohydrates (which may be a partial cause of the variation in metal

pollution), and family effects not associated with either carbohydrates
or metal pollution. The causal diagram is shown in Fig. 2. If Lester

et al. had attempted to trace this diagram, a more economic picture
could have been obtained of the locus of both zarbohydrate and metal

pollution effects.

FIGURE 2. A possible causal del for the Lester et al. (1982)

results. The symbols are explaiued in the legend
to Fig. I. Causative factors (car-ohydrates, metal
pollutants, social and genetic factors) may act

selectively on verbal and nonverbal aspects of
thought. These factors, in turn, may be

differentially involved in various reasoning tasks.

I am arguing here for the statistical technique known as causal
path analysis (Hiese, 1975). The reascn for the name is clear. Figure

2 goes beyond Lerter et al.'s descriptive results by proposing a
detailed model of the manner in which metal pollutants and
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carbohydrates influencc mental test scores. It is not clear that the
statistical methods of causal analysis could have been applied to the
Lester et al. study, which was not designed with this statistical
technique in mind. In interpreting their results, however, Lester et
al. introduced an implicit causal analysis. (Consider, in particular,
their remarks on the independent effect of carbohydrates and pollutants
and their comments on the relation of dietary and pollutant influences
to learning disorders.)

AN EXPLICIT PATH ANALYSIS

A study conducted in my own laboratory (7) will illustrate the
explicit analysis of latent variables. The purpose of the study was to
explore the relation between intellectual performance and the extent of
social drinking in an initially homogeneous group of nonalcoholic
adults. Eighty University of Washington alumni (aged 33 to 63 years)
participated in the study. Each person answered an extensive
questionnaire concerning social drinking habits. They also took five
tests that were chosen to tap two broad areas of mental competence,
verbal and nonverbal reasoning. The three verbal tests were a
vocabulary test, a task that required rapid verification of simple
sentences describing equally simple pictures (Clark and Chase, 1972),
and a test that required the subjects to hold information in memory
while simultaneously comprehending rather complex sentences (Daneman
and Carpenter, 1980). The two nonverbal tests were Raven's progressive
matrices test (Raven, 1965) and the Wisconsin card-sorting test (Tarter
and Parsons, 1971). In the matrix test the examinee must induce a
pattern that links visual figures together. In the card-sorting test
the examinee must induce the rule being used to sort geometric patterns
into groups. In addition to taking these tests, the alumni gave their
ages and allowed us to record their first- and second-year college
grade point averages.

The verbal and nonverbal tests were treated as (imperfect) indexes
of the respective underlying (latent) reasoning traits. The drinking
questionnaire had three key questions: how often do you drink, how
much do you drink on those occasions when you drink, and what was the
greatest amount drunk on one occasion in the past year? For brevity,
these will be referred to as the how often, how much, and most
questions. The questions were asked about both present and past
practices. Rather than use this information to derive an index of
estimated weekly consumption, we treated the answer to each question as
an imperfect indicator of a general use-of-alcohol latent trait. Two
such traits were defined, one for current practices and one for the
cumulative effect of drinking. Finally, the freshman and sophomore
grades were regarded as indicators of a past-achievement trait, and
reported age was treated as a perfect indicator of an age (latent)
variable.
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To summarize, the observable variables were assumed to define four
underlying independent variables, age, past achievement, total
drinking, and present drinking, and two dependent variables, verbal and
nonverbal reasoning (Fig. 3). The model under investigation allows
correlations to be made within the sets of independent and dependent
Latent traits and causal regression analysis to be done between
independent and dependent traits.
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FIGURE 3. The causal model tested in the study of social
drinking. The symbols are explained in the legend
to Fig. I. Drinking practices, age, and school
achievement may be correlated and may vary in their
influence on verbal and nonverbal factors in

reasoning.

The analysis of covariance structures technique (Joreskog and
Sorboom, 1979) was used to estimate the extent to which each observable
measure served as an index of the appropriate latent trait and then to
estimate the correlation coefficients between the various latent
traits. For our purposes the most interesting of these coefficients is
the set of causal regression coefficients relating independent and
dependent variables (Table 1). There was a substantial positive
relation between past (collegiate) achievement and current verbal
performance. This finding repeats many similar findings and serves
chiefly to indicate that our tests were appropriately sensitive to
variation in ability. Second, and crucial to the study, there was no
indication of a negative relation between current drinking practices
and either verbal or nonverbal reasoning ability. This null finding is
irportant since it contradicts some but not all of the reports in the
literature on the eifects of social drinking; however, discussing this
issue would take us too far afield, for our interest centers on the
methodological points.

The strength of the multivariate latent-trait approach is that it
provides a method for exploring relationships between latent traits
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TABLE I. Correlation between questionnaire response
and intelligence scores

Correlation (r)

Intelligence Grades Drinking Age
test type

Current Total

Verbal 0.63 + 0.27 0.32 + 0.19 0.01 + 0.17 0.09 + 0.13

Nonverbal 0.32 + 0.19 0.16 + 0.18 0.20 + 0.18 -0.34 + 0.21

that are not exclusively bound to a single testing procedure. The
analytic method may be used to contrast models that assume an
independent (latent) variable is influencing a dependent variable
directly against models that assume the independent variable is a
correlate of a second variable that influences the dependent latent
variable. This situation arises frequently in the study of cognition.

The strength of the latent-variable approach is also its weakness.
Latent-variable analysis makes it possible to test specific mogels of
the relationship between theoretical variables. However,
latent-variable analysis does not lend itself to an apparently
atheoretical, descriptive approach in the way that regression analysis
does. As a result, the investigator can study fairly explicit
theoretical models, but cannot conduct a very useful exploratory study.

There are also a number of difficult technical statistical issues
that have been glossed over here. In the preceding paragraph it was
stated that the approach may be used to contrast different causal
models. Not all models can be so contrasted, even though the contrast
makes sense at a nonmathematical level. They should not be overlooked
in practice. Our study probably used the smallest number of subjects,
80, that could provide a reliable evaluation of a latent-variable
model. Not all reasonable models can be analyzed at all. It is not
easy to determine in advance of the study whether a particular model
can be evaluated. Technical problems such as these may prove to be the
limiting factor in the use of latent-variable analysis.

CONCLUDING COMMENTS

Complex problem solving is just that, complex. Problems are solved
by executing procedures that use elementary information-processing
capacities. The sythesis expressed in the procedure is crucial.
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Therefore, a test of an external variable's influence on an elementary
information-processing activity, in isolation, may fail to portray the
external variable's influence on problem solving itself.

Problem-solving procedures are closely tied to the content of the
problem being solved. There are two levtls at which the term content
can be understood. Content could refer to a specific domain of
knowledge, such as physics, art history, or baseball. A more
psychological distinction is that between verbal and nonverbal
(visual-spatial and pure reasoning) problems. It is virtually certain
that different information-processing actions are applied to internal
representations in these different domains. Indeed, there is
considerable evidence that different parts of the brain are used to
manipulate visual and verbal representations. It would hardly be
surprising, then, to find that environmental variables may have
different influences on visual and verbal processes. On the other
hand, in actual problem solving, visual and verbal representations are
closely intertwined. Omar Khayyam's poetry invites the construction of
a visual representation by comprehension of a verbal message. To
understand the process of comprehension, it is necessary to study
comprehension itself, not its bits and pieces.

The distinction between verbal and nonverbal problem solving has
been used as an illustration of how the-components of problem solving
can be studied in situ with a multivariate approach. This is only one
of several possible ways in which complex problem solving can be
analyzed. Another frequently used analysis stresses the differential
involvement of short-term (working) and long-term memory processes.
The same principles of analysis apply: to study how the components
work in problem solving, it is necessary to examine influences at the
latent-trait level rather than assuming there is a single measurement
procedure. A study by Gieselman et al. (1982) provides an excellent
example of this approach.

The statistical procedures that are usually used to analyze latent
traits were derived from factor analysis and are heavily influenced by
linear regression concepts. The illustrations presented here relied on
such methods. The concept of defining latent traits by multivariate
analysis, howe:er, is more general than the statistical procedures used
to illustrate the approach. In particular, statistical analyses based
on linear regression assume that the influence of the independent
variable on the dependent variable does not depend on the level of the
dependent variable. This is a very strong assumption about cognition,
for what prevents pcor thinking may not be what leads to unusually good
thinking. But such problems are technical problems. They can be
attacked by experimental design and perhaps by the development of new
statistical methods.

Humans express their thinking in many ways. The student of thought
must observe its multiple expressions.
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NOTES

(1) This remark assumes that the expert and the novice begin in
equivalent physical states. In practice, experts tend to be older than
novices and thus may have less ideal brains thought of as physical
devices. The fact that experts still outperform novices is an
indication of the power of the content-specific mind over the
content-free mind.

2) Galen (quoted by Boorstin, 1983, p. 361) said, "So long as we
are ignorant of the true essence of tme cause which is operating, we
call it a faculty." The concept of a faculty is no longer needed in
medicine. Psychology is not so fotLunate.

(3) A low estimate of split-half reliabilities of the MFF and the
school skills test would be 0.8. Therefore, the expected value of the
maximum correlation between these measures is 0.64, well above the 0.3
to 0.4 values cited by Pollit e. al. (1983) in their literature review.

(4) An additional minor comment is worth making about the Pollit
et al. study. They argue that their manipulatior of the MFF is
interesting because the MFF correlates with school skills. Their
manipulation, however, as within-subject. The correlations between
the 14FF and the schocl skills variables were established by using
between-subjects designs. To show that the within-subjects
manipulation had predictive validity, Pollit et al. would have to show
that the manipulated scores were more predictive than the unmanipulated
scores whenever a subject was given a school skills test in the
manipulated (here, no-breakfast) state.

(5) The partial correlation coefficients ranged from -0.13 for
spelling to -0.29 for full-scale IQ.

(6) Throughout, Lester et al. treat a correlation as if it were
zero when it has been found to "not be reliably different from zero."

(7) The study described was conducted in collaboration with P.
Coggan, C. Berg, A. Davis, and P. Tianwattanatadd.
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TESrS OF ATTENTION

Christopher D. Wickens

The word attention has a wide number of meanings, a fact attested

to by the diversity of chapters in Varieties of Attention (Parasuraman
and Davies, 1984". For the rpurposes of the present paper, attention

will h- difined in three contexts (Wickens, 1984).

Focused attention refers to the ability to hold attention riveted
on one task or source of information in the face of distracLion from

irrelevant stimuli. (This report will not consider the issue of
sustained attention, sometimes ,,se! synonymously with vigilance, in
which the only distraction from the relevant information source is

sleep, boredom, or fatigue).

Selective attention refers to the ability to select relevant tasks

and information sources from the environment when they are important.

It includs two components: knowing when to sample what in an optimum
fashion, and how rapidly and efficiently attention can be switched from

one iformation source to another.

Divided attention refers to the ability to perform two tasks (or

process two sources of information) concurrently as well as either task
(or information source) can be performed (processed) alone. It is a

concept used synonymously with time-sharing.

All three of these aspects of attention have in cou on the prebence
of rwo or more tasks or information sources. Some aspect of

performance is measured in this dual task or dual source environvent,
and then variance in performance here is compared with that in the
single environment. If there is variance in the dual environment that

cannot be accounted for by variance in the single environment, then
there is reason to assume the existence of an attentional phenomenon

that could and should be assessed by a test. On the other hand, if all
dual variance can be accounted for by single variance, then there is no

need to seek particular attention measures, since measurements of the

tascs in isolation provide all relevant information.

In the following pages, three sources of variance (single and dual)
will be considered: variance between individuals--the issue of

18
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individual differences in attention ability; variance due to
practice--the issue of whether special attention skills develop with
training; and variance o1e to stressors such as noise or drugs. Is
performance in the dual environment influenced by stressors in a
qualitatively different way from performance in the single
environment? This report will first review the literature in a
three-by-three matrix form defined by the three kinds of attention and
the three sources of variance. Studies that have looked for but not
necessarily found dual variance will be discussed. The second part of
the report will attempt to identify or propose those tests that will
best tap the dual abilities whose existence was established in the
first part.

FOCUSED ATTENTION

Individual Differences

Individual differences in the ability to focus attention on one
source of information in the face of distraction from competing stimuli
have been addressed in five investigations. Davidson et al. (1976)
administered the Tellegen absorption test (Tellegen and Atkinson, 1974)
to a sample of subjects. This test, used originally to assess openness
to hypnotic influence, purports to measure a subject's ability to
become completely absorbed in a source of environmental stimulus.
Subjects with high and low scores on this scale were then asked to
count either visual or tactile stimuli while ignoring concurrent
stimuli in the opposite modality. The investigators found that
subjects who had scored high on the absorption scale showed less
electroencephalographic (EEG) processing activity over the cortex of
the to-be-ignored modality than did subjects who scored low in
absorption. This was particularly true when the visual channel was to
be ignored.

The Stroop task, in which the subject is asked to report the color
of ink in which a series of color name words are printed, is a classic
demonstration of failure to focus attention. For example, when the
word red is printed in blue ink, it is exceedingly difficult to ignore
the meaning of the word and focus only on the color. In a recent
investigation by Dupree (1984), 56 subjects were tested on the Stroop
task, along with similar tests of focused attention and a battery of
spatial tests. Performance on the Stroop task--a measure of the
ability to resist distraction--showed a high degree of variation across
subjects and was correlated highly with a spatial factor related to
perceptual speed, as if the ability to focus attention is greatly
facilitated by faster processing of relevant information.

Finally, four investigations have examined focused attention in a
dichotic listening task, in which the subject must focus attention on
one of a pair of word strings presented simultaneously to both ears.
Lansman et al. (1983) had subjects press a button when a specified
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target letter appeared in the predesignated relevant ear. They found
that differences in performance (latency and accuracy) in this
focused-attention condition were perfectly predicted by performance in
a single-task control condition. In contrast, a dichotic listening
task employed by Goph r and Kahneman (Gopher, 1982; Gopher and
Kahneman, 1971) showed a greater degree of predictive ability. Their
dichotic listening task was separated into two phases. In the first
phase, subjects heard a series of dichotically presented Hebrew verbs
interspersed with occasional digits. Their task was to report the
digits when they occurred in the relevant ear. Gopher and Kahneman
found errors of both intrusion and omission. When the task was
administered to flight cadets (100 cadets in Gopher and Kahneman, 1971;
2,000 cadets in Gopher, 1982), performance oii both measures predicted
the level of proficiency obtained by the cadets in flight training.

Using a smaller number of subjects (60), Braune and Wickens (1983,
1984) developed and administered an English version of the dichotic
listening task. They also found robust individual differences in the
focused attention measure. However, this study failed to obtain
reliable correlations of this measure with performance proficiency in a
flight simulator.

Focused Attention Under Stress

There is by now a large body of evidence suggesting that the focus
of attention becomes more restrictive or narrow under increased levels
of stress and arousal (see Broadbent, 1971; Hockey 1979, 1984;
Kahneman, 1983, for a review). Typical studies in this area present
subjects with a task in foveal vision and a concurrent task in
peripheral vision. Arousal or stress is varied by imposing stressors
such as noise, and performance on the peripheral tasks is found to
deteriorate mire than on the central tasks (e.g., Hockey, 1970; Weltman
et al., 1971; Williams, 1985); in fact, sometimes foveal performance
does not decline at all.

In an interesting combination of this perceptual narrowing
phenomenon with the Stroop task, investigators have observed that
Stroop performance actually improves when an arousal increase restricts
focal attention, elimiiating the distraction of the irrelevant stimulus
(the color name in the Stroop task). Houston (1969) has observed this
by using noie as a stressor, and Calloway and Stone (1960) have done
so by using rugs to influence arousai.

SELECTIVE ATTENTION

Individual Differences

There have been a number of studies indicating that the ability to
switch attention from one information source to another is both a
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relatively enduring trait and an important component in complex
multitask performance. During phase 2 of the dichotic listening task
used by Gopher and Kahneman (1971), the relevant ear on which target
digits are to be reported is suddenly changed (a change signaled by a
tone), and subjects must now report digits along the new channel.
Reporting errors are then recorded immediately after the switch as an
index of how rapidly and effectively subjects can switch attention.
Gopher (1982) reports that this switching measure does a better job
than the focused attention measures of predicting success in flight
training and accounts for variance unaccounted for by any of the
traditional pilot selection tests. Braune and Wickens (in press) found
reliable individual differences due to age in the switching measure of
the English dichotic listening task, but failed to find that this
measure correlated with success in time-sharing a reaction time and
tracking task.

A slightly different approach to attention switching was taken by
Keele and Hawkins (1982). In addition to assessing the dichotic
listening switching measure, these investigators also assessed three
other measures of internal switching. Internal switching refers to the
ability of a subject who expects one kind of stimulus to process the
unexpected occurrence of a different kind arriving from the same
physical location. Keele and Hawkins found reliable correlations
between all four of these switching measures, a finding they
interpreted to support the existence of a single "attentional
flexibility" trait. Unfortunately, however, their sample size (18) was
lower than is optimal for correlational work, but the result is
certainly consistent with the other data, suggesting that switching is
an important source of individual differences.

An investigation conducted by Braune and Wickens (1985) examined
the components of individual differences in dual-axis tracking, as
contrcl along the two axes was varied in different ways. Factor
analyiis on their data revealed one factor that was defined by task
components in which subjects had to switch visual attention (i.e., scan
between two displays separated by a wide visual angle).

Training. The second important aspect of selective attention is
knowing when and where to allocate attention. Theoretical developments
and research by investigators such as Senders (1964) and Moray (1981)
have suggested that this ability depends critically on the operator's
"internal model" of the statistical properties of the environment, a
model that will guide attention to focus at the right place at the
right time. Practically all work in this area has to be conducted in
the area of training and skill development. These studies find that as
expertise with the multichannel environment develops, subjects come
closer and closer to allocating attention according to normative
optimal policies (e.g., Moray et al., 1976; Senders, 1964). Typical is
Senders's (1964) study, in which subjects monitored a set of dials
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moving in random paths at varying speeds; the speeds defined different
information rates. Senders used a camera to discern the
moment-by-moment orientation of foveal vision (and attention) and
traced the improvement in allocation policy as subjects became more
familiar with the statistical properties of the signals.

Stress. The findings related to the effects of stress on selective
attention are basically the same as those reported for focused
attention. Stressors that increase arousal typically cause attention
to be directed to environmental information sourccs that are central,
important, or salient at the expense of those that are peripheral or
unimportant or have low physical and psychological salience.

DIVIDED ATTENTION

The ability of an operator to divide attention between two tasks or
mental activities is clearly a critical facet of complex-task
performance. We have probably all encountered individuals who are able
to perform a multitude of activities at once and others who perform in
a very "single-channel" fashion. The question is, what processing
differences distinguish these two groups? The initial thought is a
difference in a time-sharing ability. However, before postulating such
an ability it is necesspry to discount the possibility that good and
bad time-sharers differ in terms of their single-task skill level
(Damos and Wickens, 1980; Wickens and Benel, 1981). If two individuals
differ in their level of skill on a given task, it is quite likely that
the more practiced will require fewer attentional resources to perform
the task. This in turn will leave more residual attention available to
perform concurrent activities and so lead to more effective
time-sharing (Norman and Bobrow, 1975). The source of this difference
in time-sharing efficiency is inherent in the single-task skill level,
not in a time-sharing skill or ability.

Individual Differences

To demonstrate that individuals differ in their basic time-sharing
skills, three related approaches have been used. The first, called the
correlational approach, is to assess perfcrmance across a number of
subjects under both single and dual task conditions and then correlate
single-task performance measures with some measure of time-sharing
efficiency (i.e., the decrement in performance resulting from task
concurrence). If these correlations are low, then there is a good deal
of variance in time-sharing that cannot be accounted for by single-task
skill levels, i.e., the variance then is attributed to time-sharing
skill. Of course, as aescribed above, there remains the possibility
that this variance in time-sharing efficiency is simply the result of
differences in single-task automation that are not reflected in
single-task performance levels. To guard against this possibility,
investigators should seek small differences in the way the tasks are
time-shared to identify the factors underlying the ability.
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A second approach is to seek variance in the performance of a
complex criterion task (such as flying) that can be accounted for by
variance in dual-task performance of predictor tasks but not in
single-task performance. This may be labeled the complex criterion

approach.

The third approach, which offers the strongest guarantee that
individual differences in time-sharing efficiency do not reflect
single-task automation, is to determine whether people who are
efficient time-sharers on one dual-task comtination (e.g., dual-axis
tracking) are also efficient on a qualitatively different dual-task
pair (e.g., reading while listening) so that there are no common
elements between the two pairs of component tasks. Since it is less
likely that people who are highly skilled in the single-task compenents
of one task combination are also skilled in the components of the
other, it is quite unlikely that automation is the comon element
shared by the good time-sharers. The usual approach taken here is
factor analysis, in which a factor is sought that loads exclusively on
dual-task measures of time-sharing efficiency. This then is the factor

analysis approach.

Failure to find evidence for time-sharing ability from the factor
analysis approach does not mean that such an ability does not exist; it
only indicates that this factor is not a general one. It may well be
that there are specific time-sharing abilities (specific to a
restricted pair of tasks) that can be revealed by the correlational or
complex criterion approaches. In this sense the situation is analogous
to the issues in intelligence testing of whether there is a general (G)
factor or a series of specific (S) factors of time-sharing. Only the
factor-analytic approach can establish the presence of the G factor.
The experiments described below will first identify positive evidence
for some component related to time-sharing ability. Then, experimental
evidence will be reviewed that considers whether this ability is
general.

North and Gopher (1976) used the complex criterion approach and
seemed to find evidence for at least an S factor. In their experiment,
40 flight-training students performed a tracking task concurrently with
a reaction time task. In different conditions the emphasis of one task
over the other was varied, and meastres of attention manageability (how
well performance changed with change in task emphasis) were derived in
addition to measures of overall dual-task performance. North and
Gopher foun6 that both the manageability scores and dual-task
performance measures accounted for variance in flight-training
proficiency that was not accounted for by single-task performance
measures.

Damos et al. (1983) followed up observations made in an earlier
study by Damos and Wickens (1980) and used the correlational approach
to identify an apparently stable difference in the ability to
time-share two discrete information-processing manual tasks. The
investigators identified two different strategies of processing. A
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massed strategy used by some subjects forced the processing of a series
of stimuli fro one task followed by the stimuli from the other, i.e.,
these subjects appeared to be unable to process in parallel. The other
subjects, who used a simultaneous strategy, appeared to be quite
capable of processing information from the two tasks in parallel,
either executing simultaneous responses to both or rapidly alternating
between responses to the two.

The study by Braune and Wickens (in press), discussed previously in
the context of dichotic listening, also seemingly demonstrated the
existence of Lime-sharing .oility. Their subjects performed a series
of different versions oL tne Sternberg memory search task, alone and
concurrently with tracking. Correlational and factor analysis of single
and dual task scores again revealed patterns of variance in the latter
that could not be accounted for by the former. Hunt and Lansman (1981)
conducted a study in which they asked subjects to perform three task
configurations: a secondary task (probe reaction time) conc-.,rently
with an easy version of a primary task (a "keeping track" r-,n Ling memory
task), the secondary task by itself, and a difficult version of the
primary task by itself. They found that a secondary-task measure of
reserve capacity, estimated while the subject was perfotming the easy
primary task, could predict individual differences in performance of
the difficult primary task. They used this observation to support the
argument that subjects differed in the amount of general capacity they
had available to deploy in the service of either task.

Finally, an investigation conducted by Stankov (1983) argued for
the existence of a time-sharing ability when two auditory tasks are
performed dichotically. The tasks represented different kinds of
judgments made on two different tone sequences, one presented to each
ear. When single- and dual-task correlations were computed between the
component tasks, the dual-task correlations were found to be higher.
This finding suggests that there is common variance across tasks that
only emerges when tasks are time-shared or performed when attention is
diverted. Stankov also argued that this attention ability may be
related to general intelligence.

The five investigat, ns reported above clearly point to the
existence of time-sharing ability. Discussed in the following pages
are investigations that have tried to determine whether this is a G
factor of time-sharing by using variations on the factor-analytic
approach. Studies that have obtained negative answers to this question
will be discussed first, followed by those showing positive results.

Negative evidence for a G factor. Sverko (1977) assessed single-
and dual-task performance on four tasks performed singly and in all
possible dual-task combinations. The four tasks were pursuit rotor
tracking, a visual-manual digit-processing task, a counting-backwards
task, and an auditory discrimination task. Factor analysis of the

results failed to suggest any general time-sharing factor, and the
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correlations between the time-sharing efficiency measures of all pairs
of dual-task combinations that had no common elements were near zero.
A subsequent investigation by Sverko et al. (1983) used the same
general approach, Looking at correlations between single and dual task
measures of three different dual-task pairs. Sverko et al. did find
common dual-task variance between two of the pairs (unaccounted for by
single-task variance). However, the tasks making up these two pairs
actually had quite a bit in common, both involving the pairing of two
visual-motor reaction time tasks. Thus, it appears that the factor
identified by Sverko et al. was probably similar to that found by Damos
et al. (1983).

Jennings and Chiles (1977) used the same approach with six
visual-manual information-processing tasks performed singly and in two
triple-task combinations. The tasks ranged from simple monitoring to
more complex problem solving. Factor analysis of their data provided
no evidence for a general factor, but did point to the existence of a
specific factor related to monitoring in multitask situations. This
factor would seem to relate to visual scanning strategies, simiiar to
those that reflect the internal model.

Hawkins et al. (1979) used a slightly different approach to reject
the generality of time-sharing abilities. Their subjects performed a
series of dual-task reaction time trials using the double-stimulation
paradigm, in which the two stimuli begin a very short time apart.
Stimulus and response modalities of one of the tasks, along with its
difficulty, .-.re varied over the trials, and a measure of time-sharing
efficiency was derived. Hawkins et al. found that this measure
correlated fairly highly across pairs of dual-task conditions that were
similar in terms of input-output modality and difficulty, but tie
correlations of efficiency between dual-task pairs that were quite
different from each other were near zero, indicating the absence of a G
factor. Subsequent analysis of their correlations suggest that one
specific ability relates to the switching of attention between auditory
and visual input.

An investigation by Wickens et al. (1981) used a design identical
to that used by Sverko (1977). The fou- tasks were a critical
instability tracking task, an auditory running memory task, a visual
digit classification task, and a visual-spatial line extrapolation
task. Using factor-analytic and correlational procedures similar to
those employed by Sverko, the investigators found no evidence for the G
factor, but did observe one factor that seemed to be related to
scanning strategies (time-sharing two visual tasks, one of which had
high account demands) and a second factor related to the sharing of
auditory and visual tasks. These lindings converge with the S factors
suggested by the data of Ji ,nings and Chiles (1977) and Hawkins et al.
(1979), respectively.

Finally, the investigation carried out by Lansman et al. (1983), as
described in the context of focused attention measures, also provided



26

evidence against a general ability related to attention switching. The
authors presented single- and dual-task (divided attention) trials of
auditory and visual detection. In the dual-task trials, the two visual
or two auditory stimuli were presented simultaneously, so that
attention had to be switched between sources. The authors'
correlational and factor analyses revealed that practically all
variance in ea-h dual-task condition could be accounted for by
single-task variance in the corresponding modality. There was no
evidence for a general switching ability that transcended modalities.

Positive evidence for a G factor. Ackerman et al. (1984) examined
the analytical procedures used in the studies discussrd in the previous
section -ad found a number of flaws that they believed might have
prevented the investigators from finding a G factor for time-sharing.
In particular they criticized the use of varimax rotational procedures
in the factor analysis, which serve to minimize the likelihood of
finding small sources of variance that mignt exist across all tasks
(i.e., a general time-sharing factor). Reanalyzing the data from
Wickens et al. (1981) with a Procrustean technique, they found that the
data were consistent with the existence of a general time-sharing
ability underlying the various dual-task combinations.

Fogarty and Stankov (1982) administered a series of 16 task
configurations to 91 subject . These included 10 single tasks and 6
dual-task combinations. All tasks were auditory, involving different
operations performed on either letter series or tone series, and
presented dichotically in the dual-task configurations. In each of the
dual-task trials, one task was emphasized and the other deemphasized.
Factor analysis revealed that primary-task performance variance was
accounted for by single-task variance, but that secondary-task variance
was not, thereby presumably reflecting a time-sharing factor. How
general this factor is cannot be established from these data because
all dual-task configurations had in common the sharing of auditorily
presenLed letter material with auditorily presented tonal material.

The data collected by Braune and Wickens (1985) offer tentative
evidence for a small general factor. Different experimental
manipulations in a dual-axis tracking task were used to assess
different components of attention when the two axes were to be tracked
:oncurrently. Components related to attention switching, to the use of
an internal model guiding fixation, to parallel processing, and to
simultaneous performance of two dissimilar operations were each
assessed. Across the 40 subjects, it was found that the first and
third of these components were negatively correlated; subjects who were
particularly proficient at carrying out dissimilar activities in
parallel were not good at discretely switching between ir.ormation
sources, and vice versa.

Braune and Wickens also found that different components of
dual-axis tracking could account for a small amount of variance in the
performance 3f two dissimilar tasks, memory span time-shared with a
Sternberg memory search task.
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In summary, the data provide consistent evidence for the existence
of at least some specific time-sharing abilities. These would seem to
include (but not be limited to) the sharing of two discrete manual
tasks, the time-sharing of continuous tracking and discrete reaction
time, the allocation of visual attention between different stimulus
sources, and the switching of attention between two auditory sources,
and between an auditory aqd visual source. It appears likely that one
element underlying the ability found by Fogarty and Stankov (1982) may
be the same auditory switching ability revealed in the dichotic
listening task of Gopher (1982). The existence of the G factor is less
certain, with only the evidence provided by Ackerman et al. (1984)
offering definitive support for the concept. Any general ability that
does emerge will probably relate to a specific or "meta" skill in
processing, such as visual attention switching, that will apply to some
but not all dual-task combinations. The existence of fairly general
time-sharing abilities is supported to some extent by studies cited in
the following section that point to a general tiime-sharing skill.

Training and Divided Attention

Two investigations here seem to have gone farthest in establishing
the existence of time-sharing skills acquired through practice. Damos
and Wickens (1980) required subjects to perform a pair of discrete
digiz-processing tasks (one involving memory, the other classification)
singly and in combination. With practice, dual-task performance
continued to improve even as single-task performance remained
constant. A detailed analysis of the dual-task performance data
suggested that the former improvement was not simply the result of
single-task automation. Further evidence that a time-sharing skill
developed, and that it was a somewhat general skill, was provided by
observing that subjects who had undergone this dual-task training with
two discrete tasks showed positive transfer to a two-axis tracking
task, as i. the skill arquired in dual discrete processing assisted
performanc3 in the time-shared continuous tasks.

Reick et al. (1980) also found evidence for the acquisition of
time-sharing skills. They administered subjects different amounts of
single- and dual-task practice on a digit classification task paired
with a discrete tracking task. Final dual-task performance was related
to the amount of dual-task but not single-task training, suggesting
that only the former was relevant for developing the time-sharing
skill. Equally relevant to the generality issue was their finding that
subsequent dual-task performance on a different dual-task combination
(continuous tracking and choice reaction time) benefited from the
amount of dual-task practice on the first pair.

Thus, it appears that practice in a dual-task setting develops at
least some important time-sharing skills that cannot be acquired
through single-task practice. Furthermore, the available evidence
suggests that there is at least some generality to these skills.
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Stress and Dual-Task Performance

Studies that have examined the effects of arousal and stressors on
dual-task performance seem to posit two opposing influences, described
by Kahneman (1973). On the one hand, stressors that increase arousal
will make available more capacity, resources, or attention to deal with
competing tasks. On the other hand, this arousal increase will narrow
the focus of attention, presumably excluding tasks of lesser
importance, as described earlier in this paper. Thus, in a
primary-secondary task paradigm, we can expect stressors to increase
performance on a primary task but decrease it on a secondary task.

RECOMMENDED TESTS OF ATTENTION

The preceding review of the literature leaves little doubt that
t'ere are important attention-related phenomena that cannot be predicted
on the basis of single (task or stimulus) measures. Unfcrtunately the
data probably remain too scattered to determine precisely what the
optimal tests of these phenmena should be. Nevertheless the review
indicates certain logical choices that have surfaced in one form or
another. Certainly the dichotic listening test as a measure of both
focused attention and switching is a candidate bocause it is well
validated and well understood and because switchivg itself may underlie
many different measures of time-sharing ability. However, certain
precautions are important when developing versions of the test related
to the timing of the signal to shift the relevant ear in phase 2. If
the interval between this signal and the first phase 2 stimulus is too
long (more than 0.5 s), the shift may become triviaLly easy to
accomplish, and error measures will become too low to provide much
evidence of variance.

Second, it seems that a test of visual environment sampling should
be included in any attention testing battery. Such a test would not
assess the speed of visual scanning but rather the ability of subjects
to use statistical properties of the environment to their
advantage--i.e., to develop and deploy the internal model (Moray, 1984;
Moray and Fitter, 1973). It would also appear important to include at
least one task of visual focused attention, such as the Stroop task.

Tkiird, there is sufficient evidence for a divided attention
time-sharing ability distinct from single-task abilities to warrant
inclusion of ac least three dual-task configurations. Candidates would
include a dual discrete manual task configuration, such as that used by
Damos et al. (1983), a discrete task time-shared with tracking, such as
that employed by Braune and Wickens (1983) and by North and Gopher
(1976), and a dual-axis tracking task as used by Damos and Wickens
(1981).

At least one of these dual-task configurations should also be
assessed under two conditions of priority allocation, one favoring one
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task and one favoring the other. On the one hand this will allow the
investigator to assess attention manageability scores as done by North
and Gopher (1976), clearly an important attentional concept. On the
other hand it will allow examination of the predicted priority effects
of stressors and arousal on primary and secondary task performance.
Whenever a dual-task configuration is employed, it is essential to
measure singlc-task performance as well.

There are probably other candidates that should be included,
although at present not enough data exist to indicate precisely what
these should be. One possibility that would seem to be important,
however, relates to subjects' abilities to shift rapidly between two
,ifferent mental-cognitive functions. As noted, Braune and Wickens (in
press) have recently found that a dual-axis tracking task in which
heterogeneous dynamics are used seems to tap this ability.

In conclusion, much more research is needed on attentional tests.
This reflects the relatively limited number of studies in the
literature, as well as the complexity of dual-task performance measures
and the problems associated with measuring a mental phenomenon such as
attention that cannot be observed but must te inferred from performance.
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THE NEUROPSYCHOLOGY OF MEMORY DYSFUNCTION

AbZ ITS ASSESSMENT
1

Larry R. Squire

Complaints about memory are very common, particularly among

neurological and psychiatric patients. Among neurological patients with
organic illness, memory problems are considered the single most frequent
complaint (Strub and Black, 1977). Among psychiatric patients, memory

problems are commonly reported in association with affective disorders

(Sternberg and Jarvik, 1976: Stromgren, 1977) and schizophrenia (Chapman,

1966). In addition, memory functions are of special interest in cases of
psychogenic amnesia (Nemiah, 1980) and when questions arise about the
possible side effects of treatments such as psychotropic drugs and

electroconvulsive therapy (ECT).

Evaluation of memory disorders with quantitative methods makes it

possible to identify the various disorders that can occur, to understand

the similarities and differences between them, and to follow their course

reliably in individual patients. Several reviews have appeared in recent
years that consider the subject of memory disorders and memory testing

(Barbizet, 1970; Butters and Cermak, 1980; Erickson and Scott, 1977:
Russell, 19bl; Talland, 1965). This chapter will identify componenta of

memory testing and develop a rationale for the neuropsychological

evaluation of memory functions.

Of the higher cortical functions (e.g., perception, language, memory,

and action), memory is perhaps the most studied and the best understood.
Although our understanding is still very primitive, there is optimism
among neuroscientists that memory will be among the first of the higher
brain functions to be explained--both at the cellular level in terms of
cellular events and synaptic change and at the systems (or neuropsycho-
logical) level in terms of brain regions and brain organization. Looking

at the topic of memory disorders from the perspective of clinical
neuropsychology, a good deal of relevant information can be gained from

cognitive psychology and the neurosciences about normal memory and how it

is organized in the brain. Readers may wish to consult any of several
recent reviews and monographs that address these issues (Cermak, 1982;
Kandel, 1977; Klatsky, 1975; Lynch et al., 1984; Mishkin, 1982; Norman,

1982; Squire, 1982a; Squire and Cohen, 1984; Squire and Davis, 1981;

Thompson et al., 1983; Weiskrantz, 1982).

IFrom Neuropsychological Assessment of Neuropsychiatric Disorders,

edited by Igor Grant and Kenneth M. Adams. Copyright 1985 by Oxford
University Press, Inc. Reprinted by permission.
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Memory dysfunction most often occurs in association with other
disorders of intellectual function, as in depression and dementia. If
attention is impaired, acquisition of memory will be deficient. If
language is inpaired, it may be difficult to remember words or to call
them to mind with the usual fazility. In this sense, it might seem
unfruitful or even misleading to speak about memory and memory
disoriers in isolation from ocher cognitive functions. However, there
is a, imoortant reason for considering memory as a distinct
neurological function. Disorders of memory can sometimes occur as a
relatively pure entity. Although such disorders are rather uncommon,
study of them can aid in recognizing and understanding memory disorders
when they occur in a web of other disorders.

FUNCTIONAL AMNESIA

Disorders of memory have many causes and can take many forms. A
first step in classification is to distinguish disorders of functional
or psychogenic origin from disorders that result from direct
perturbation of brain function, i.e., from neurological injury or
disease. Functional amnesias may be the best known, having been the
subject of frequent treatment in films and literature. They are not
nearly as common, however, as the so-called organic amnesias, and with
iroper testing these two general types of memory impairment are easy to
distinguish. -S

A recently published case of functional amnesia is particularly
instructive (Schacter et al., 1982). A 21-year-old man approached a
policeman in downtown Toronto complaining of back pain. When brought
to the hospital, it was found that he did not know his own name or
anything about his past, except for an isolated period from about 1 to
2 years previously, when he had worked for a courier service. He also
gave a nickname, Lumberjack (this was the pseudonym used in the
published report to protect the patient's identity), but did not know
why he had that name. During 4 days of testing in the hospital, he
exhibited a good capacity for learning new material, and in informal
conversation he also demonstrated a continuing awareness of what had
occurred since his admission.

On a formal test of remote memory involving photographs of famous
persons who had come into the news at different times in the past, he
obtained a normal score. In contrast, his performance was quite
abnormal when measured by a test of past autobiographical memory. This
test asked for recall of past personal events in response to cue words
(Crovitz and Schiffman, 1974). For example, he was given the word box
and asked to recall a specific episode from his past that involved a
box. Only 14% of his recalled episodes were dated by him as having
occurred before his hospitalization. By contrast, 91% of the episodes
recalled by a control subject came from the corresponding time period.
In addition, when the patienp's amnesia subsequently cleared, he was
given a second form of the test and now dated 92% of his episodes from
the period prior to hospitalization. Thus, during his period cf
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amnesia, his past was nearly barren of personal memories; yet his store
of general information about past public events was good.

On the fourth day in the hospital, while watching a climactic
funeral scene in the televised rendition of "Shogun," his personal past
began to return to him. The recent death of a favorite grandfather had
provoked his memory loss. Lumberjack had been a nickname given him
during his time at the courier service, which had been a particularly
happy time of his life. In the end his memory of the past recovered
fully, except for a 12-h period preceding his hospital admission. This
case illustrates the essential features of functional a:,orders of
memory. There is often loss of personal identity. Anterograde amnesia
(loss of new learning capacity) does not usually occur. Retrograde
amnesia (loss of memory for events that occurred before the onset of
amnesia) is extensive but can be limited only to autobiographical
memory.

AMNESIA DUE TO NEUROLOGICAL INJURY OR DISEASE

The organic amnesias have quite a different character. Amnesia can
occur for a number of reasons: temporal lobe surgery, chronic alcohol
abuse, head injury, hypotensive episode, encephalitis, epilepsy, tumor,
and vascular accident. In addition, memory dysfunction is often a
prominent and early sign of dementia, including Alzheimer's disease.
Patients with memory dysfunction due to neurological injury or disease
can appear normal to casual observation, even when the deficit is
severe. These patients can have normal intelligence, as measured by
conventional IQ tests, and normal ability to hold information in
immediate memory, as measured by digit span tests. In conversation,
they can show appropriate social skills, insight into their condition,
and normal language ability.

The noted patient H.M., for example, was able to detect various
kinds of linguistic ambiguity (e.g., "Racing cars can be dangerous";
"Charging tigers should be avoided" (Lackner, 1974]). in an often
quoted passage (Milner, 1970, p. 37), H.M. expresses his own experience
of his memory disorder.

Right now, I'm wondering. Have I done or said anything
amiss? You see, at this moment everything looks clear to me,
but what happened just before? That's what worries me. It's
like waking from a dream; I just don't remember.

Patient N.A. (Kaushall et al., 1981; Teuber et al., 1968) a~so has
clear and continuing insight into his condition. Failure of insight,
or outright denial of illness, seems to be related to two factors.
First, when memory problems have a gradual onset, as with dementia or a
slowly growing tumor, memory loss is often underappreciated. Second,
when memory problems occur as part of a confused and disoriented state,
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as in acute conditions like Wernicke-Korsakoff syndrome, patients can
be unaware of their memory impairment.

Brain Regions Affected in Amnesia

It has been known for almost 100 years that amnesia depends on
disruption of normal function in one of two brain regions, the medial
surface of the temporal lobes and the diencephalic midline of the
brain. For the medial temporal region, it has usually been supposed
that amnesia depends on bilateral damage to the hippocampal formation,
but the evidence or, this point is by no means decisive. The idea that
amnesia depends on hippocampal damage is based largely on a famous

series of epileptic and psychotic patients, some of whom had sustained
bilateral resection of the amygdala and did not exhibit amnesia, and

two others (including the well-known patient H.M.) who sustained more
radical excisions of both amygdala and hippocampus and developed
profound amnesia (Scoville and Milner, 1957). Yet it is also possible,
on the same evidence, to suppose that amnesia occurs only when there is

damage to both amygdala and hippocampus, and the findings of one study
in monkeys are consistent with this idea (Mishkin, 1978). Further
studies of memory and amnesia in the monkey are needed'*to settle this
issue (cf. Kahut, in press; .ahut et al., 1981; Squire and Zola-Morgan,
1983; Zola-Morgan, 1984; Zola-Morgan et al., 1982).

For diencephalic damage, a large body of neuropathological data has

associated amnesia with damage to the mammillary bodies and to the
darsomedial thalamic nucleus (Brierley, 1977; Mair et al., 1979; Victor
et al., 1971). Damage to these structures is prominent in the
neuropathology of Korsakoff's alcoholic syndrome, perhaps the
best-studied example of amnesia, but there is disagreement concerning
whether separate damage to one structure or the other can cause amnesia
and which structure deserves the greater emphasis. The dorsomedial
nucleus of the thalamus appeared to be a site of damage in patient N.A.
(Squire and Moore, 1979), a well-studied single case. N.A. became
amnesic in 1960, primarily for verbal material, as the result of an
accidental stab wound to the brain with a miniature fencing foil
(Kaushall et al., 1981; Teuber et al., 1968). In addition, individual
cases of amnesia with vascular damage to the region of the dorsomedial
nucleus due to occlusion of the paramedian artery have been reported
(Michel et al., 1982; Mills and Swanson, 1978; Speedie and Heilman,
1982). Nevertheless, the relative importance of the dorsomedial nucleus

and the mammillary bodies in amnesia is not yet clear. Sttudies of
monkeys with circumscribed surgical lesions of these structures, alone
and in combination, will be needed to address these issues decisively.

Similarities and Differences Among the Amnesias: A First Approximation

Korsakoff patients are sometimes taken as typical of amnesic
patients in general, because this syndrome is the most thoroughly
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studied example of amnesic disorder. But the Korsakoff syndrome
differs in several ways from other examples of amnesia. For example,
Talland (1965, p. 108) wrote that the memory disorder in patients with
Korsakoff's syndrome "does not present simply a derangement in memory,"
and Zangwill (1977, p. 113) contended that "other and more extensive
psychological dysfunction-must co-exist with amnesia for the classic
picture of Korsakoff's syndrome to emerge."

Some of these other deficits may derive from frontai lobe
dysfunction. Neuropsychological signs of frontal lobe impairment are
concnly present in these patients and can influence neu-opsychological
test performance (Moscovitch, 1982; Squire, 1982b).

The confabulation sometimes exhibited by Korsakoff patients is by
no means a common feature of either amnesia in general or the Korsakoff
syndrome itself. Confabulation refers to misstatements of fact, often
amusing, bizarre, and self-contradictory, which occur as short-latency
responses to questions (Mercer et al., 1977). Confabulation is seen
most often in the acute phase of the disease, particularly in
association with denial of illness, and is seen much less often in the
chronic phase.

Neuropsychological examination of patients with memory dysfunction
mut take into account this idea that etiologically distinct forms of
amiiesia may present particular deficits superimposed on the amnesia.
In addition, the nature of the disorder itself may depend to some
extent on the locus of the effective lesions. Recent evidence suggests
that diencephalic and bitemporal amnesia may differ from each other in
the rate of forgetting (Huppert and Piercy, 1979; Squire, 1981), though
the evidence on this point is not yet decisive (Zola-Morgan and Squire,
1985).

NEUROPSYCHOLOGICAL ASSESSMENT OF MEMORY DYSFUNCTION

Time-Line Measurements: Anterograde and Retrograde Amnesia

Because many patients have insight into their conditions, one
useful way to obtain information about memory loss is to construct a
time-line of the deficit. This technique was used by Barbizet (1970)
to identify portions of past time periods that were affected. The
method can reveal in an approximate way the duration of both anterograde
and retrograde amnesia and can show how the deficit changes with the
passage of time. For Barbizet's patient, who had suffered a severe
closed head injury, anterograde amnesia remained fixed at about 3.5
months even after mer-ory capacities had largely recovered. This
occurred because the anterograde amnesia reflected a time when memories
could not be formed in the normal way. Accordingly, even though the
capacity to form new memories eventually recovered, memories did not
return for events that had occurred during the period of anterograde
amnesia. Retrograde amnesia was initially severe and extensive, but
gradually shrank to 2 weeks; the oldest memories recovered first.
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FIGURE 1. Illustration of the time periods that were difficult to
remember at three different intervals after a severe
head injury. (From Barbizet, 1970.) R.A., retrograde
amnesia, A.A., anterograde amnesia.
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FIGURE 2. Estimates of time periods that were difficult to
remember obtained before (top), 7 months after (middle),
and 3 years after (bottom) bilateral ECT (n - 31).
Shaded areas repreuent the median time period perceived
as affected both from the period before ECT (retrograde
amnesia [R.A.J) and after ECT (anterograde amnesia
[A.A.J). Since the first time estimate was obtained
just prior to ECT (top), the 5 months perceived as
affected at that time presumably reflected memory
problems associated with depressive illness. (From
Squire and Slater, 1983.)
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A similar relationship between anterograde and retrograde amnesia
holds for psychiatric patients undergoing a prescribed course of
bilateral ECT. Thirty-one patients were interviewed before and 7
months and 3 years after a course of ECT. Before treatment, patients
on average reported having difficulty remembering the 5 months prior to
ECT, presumably because of the depressive illnesb that had brought them
to this treatment. Seven months later, patients reported difficulty
remembering events that occurred during the 3 months after treatment
and for 2 years before it. Three years later, retrograde amnesia had
shrunk to about the pre-ECT level, and anterograde amnesia remained
fixed at 2 months (Squire and Slater, 1983).

The largest study of disorders of this type, which occur without
peaetration of brain tissue, comes from the classic work of Russell and
Nathan (1946) on traumatic amnesia. Their study of 1,031 consecutive
cases makes several points about the relationship between anterograde
and retrograde amnesia. First, based on 972 of the cases for which
information was available about memory loss, retrograde amnesia was
typically brief, less than 30 min in 90% of the cases. Second, the
longer the anterograde amnesia, the longer the retrograde amnesia.
Third, retrograde amnesia was more severe in closed (concussive) head
injury than in gunshot wounds or other cases of penetrating brain
injury, ra-ring the period of amnesia, neither the anterograde nor
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FIGURE 3. Relationship between anterograde and retrograde
amnesia in 972 head injury patients, (Reconstructed
from Russell and Nathan, 1946.)
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retrograde component of memory loss could be influenced significantly

by hypnosis or barbiturates.

Quantitative Measurement: Standardized Tests and Batteries

Although the time-line technique can be of considerable help in
diagnosis and in obtaining a rough idea of the temporal dimensions of
the memory deficit, it is of less help in judging the severity of the
deficit because it provides no quantitative information. Formal tests
are needed to obtain reliable quantitative data. Because of the rich
tradition of basic research that has been direczed at problems of
memory during the p. t few decades, many good tests are available.

One of the advantages of formal neuropsyclological testing is that
it permits objective comparison of the scores of a given patient with
a known group average. This protects us from the natural tendency to
rationalize, minimize, or forget clinical observations whan they do not
conform to expectation. These tendencies are, of course, not confined
to clinical observers. In his autobiography, Charles Darwin (Darwin,
1892, p. 42) wrote:

I had also, during many years, followed a golden rule, namely,
that whenever a published fact, a new observation or thought
came across me, which was opposed to my general results, to
make a memorandum of it without fail and at once; for I had
found by experience that such facts and thoughts were far more
likely to escape from the memory than favorable ones.

It is also true that we have been so influenced by literature and film
to look for psychological explanations of behavior that in the absence
of formal neurupsychological testing, we often tend to develop
psychological explanations for organic memory disorders. A few jyavo
ago, I received a letter from a woman telling me of her son's memory
problems, which had resulted from a traumatic head injury sustained in
an auto accident. Feeling that his memory problems seemed greater at
some times than at others, she had said to him, "You only remember what
you want to," whereupon he had replied, "Don't we all?" Her son was
probably right. Persons with memory dysfunction, so long as it is not
so severe as to be absolute, have the same tendencies that we all have
to remember more reliably things that seem important than things that
seem trivial and in general to exercise the same denial, repression,
and selection when processing new information. In amnesia these normal
selective factors seem to be superimposed on an overall reduced
retentive capacity.

The best-known and most often used neuropsychological batteries
provide for only limited testing of memory functions (Golden et al.,
1980; Reitan and Davison, 1974). The well-known Wechsler Memory Scale
(WMS) (Wechsler, 1945) is inadequate to the task of detecting
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circumscribed memory problems, especially when they are mild. At 24 h
after the fifth treatment, patients receiving bilateral ECT were
reliably impaired only on the paired-associate subtest of the WMS
(Small, 1974), even though tests of memory functions showed clear
defects at the same time. In addition, because the WMS contains
questions about contemporary facts (a.g., Who is president? governor
of your state? mayor of your city?), the WMS will yield lower scores
for patients who have been amnesic for a long time than it will for
patients who have become amnesic only recently. Thus, even if two
patients have equivalent difficulty in acquiring new information, Lhe
patient who has been amnesic for several years may not know the answers
to these questions, but the patient who has become amnesic recently may
know them. Russell (1975) has greatly improved the usefulness c' the
WMS by revising it to include delayed-recall measures. Delayed-recall
tasks are critical to bringing out an amnesic deficit, and these tasks
will be discussed more fully below.

Another standardized battery, the NYU Memory Test (Randt et al.,
1980), was constructed specifically to detect memory dysfunction of the
organic type. It contains delayed-recall measures, a test of
paired-associate learning (see next section), and a sensitive test of
incidental learning. This group of tests has been used extensively in
the evaluation of memory in aging subjects (Osbourne et al., 1982).
Because five alternative forms are available, it can be used in
longitudinal studies.

Those who prefer to use one of the popular, general-purpose
neuropsychological batteries could include an explicit test of memory
dysfunction by adding a simple procedure at the conclusion of testing.
Give the patient a test form that includes simple phrases describing
several of the tests that he has taken together with phrases describing
bogus tests that were not taken. Ask the patient to indicate for each
description whether he recognizes having taken such a test. The
sensitivity of this recognition measure could be increased by preceding
it with a recall test, i.e., asking patients to describe by unaided
recall the tests that they have taken.

Paired-Associate Learning

Among tests specialized for che detection and quantification of
memory dystunction, perhaps the most sensitive is paired-associate
learning. Figure 4 shows the performance of three kinds of patients
with memory problems who attempted to learn 10 noun-noun word pairs
(e.g., army-table, door-sky). In this case, three consecutive
presentations of the word pairs were given, and after each presentation
subjects were asked to try to producL the second word of the pair upon
hearing the first. Patient N.A., patients with alcoholic Korsakoff
syndrome, and psychiatric patients tested 1 to 2 h after their fifth
bilateral ECT all performed poorly on this test, obtaining an average
score of less than 3 correct responses out of 10 on the third learning
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trial. Control subjects for each kind of patient performed
considerably better. On this same test, patient H.M. was unable to
produce any correct responses after three trials, even when he was
instructed in the use of imagery techniques for associating the words
in each pair (Jones, 1974).
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FIGURE 4. Impairment in paired-associate learning by three
kinds of amnesic patients and separate control
groups: patient N.A., patients with alcoholic
Korsakoff syndrome, and patients receiving bilateral
ECT. Subjects were presented with 10 noun-noun
pairs on each of three trials. After each
presentation they tried to recall the second word
of each pair after seeing the first word.

Free Recall and Reminding Techniques

Another useful single test, which can generate a good deal of
information for individual subjects, involves assessing the free recall
of words by a method of selective or restricted reminding (Buschke and
Fuld, 1974). In both cases, 10 words from a single category, e.g.,
animal names, are presented, and subjects are asked to recall as many
of them as possible after each of several presentations- In selective
reminding, each successive presentation of the list int..des only those
words not recalled on the preceding trial. Trials contii.ue until the
subject succeeds in recalling all the words in a single trial. In
restricted reminding, each successive presentation of the list includes
only those words that have not yet been recalled on any trial. Trials
continue until the subject has succeeded in recalling each word once.
These techniques can yield useful data on single subjects about the
ability to acquire new information and the consistency of performance.
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Exceeding Immediate Memory Capacity

The critical feature of both paired-associate learning tasks and
selective or restricted reminding tasks that azcounts for their
sensitivity to amnesia is that the information presented to the patient
exceeds the immediate memory capacity. Even severely amnesic patients
can have nor.al digit spans and a normal ability to report back the
relatively small amount of information that can be maintained in
conscious awareness. William James (1890, pp. 646-648) termed this
capacity primary memory.

An object in primary memory . . . was never lost; its data was
never cut off in consciousness from that of the immediately
present moment. In fact it comes to us as belonging to the
rearward portion of the present pace of time, and not to the
genuine past. . . . Secondary memory, as it might be styled,

is the knowledge of a former state of mind after it had
already once dropped from consciousness. . . . It is brought
back, recalled, fished up, so to speak, from a reservoir in
which, with countless other objects, it lay buried and lost
from view.

This concept of primary memory remains quie useful in
understanding the nature of the memory impairment in amnesia. This
point has been illustrated in a formal way by an interesting study of
five amnesic patients, including the noted surgici -r-'ient H.M.
(Drachman and Arbit, 1966). Patients and control subjects -?ere given
digit strings of increasing length to repeat back until an error
occurred. An error was defined as failing three times in succession on
three different digit strings of the same length. At that point a
different string of digits of the same length was given repeatedly
until it was reproduced correctly or until 25 repetitions of the same
digit string had been given. Each time a correct response was given, a
new string of digits was presented that was one digit longer than the
preceding st,:ng. With this procedure normal subjects werL able to
increase their digit span to at least 20 digits. Amnesic patients,
however, had great difficulty once their digit span capacity had been
reached, i.e., at that digit string length when their first error
occurred. H.M. was unable, even after 25 repetitions of the same digit
string, to increase his digit span by one digit beyond his premorbid
level of six digits.

Thus, for amnesic patients, performance on tests in~rolving immediate
recall depends on whether the amount of information to be remembered
exceeds a finite processing capacity, termed primary memory or immediate
memory capacity. It is also true that memory performance will be poor
even when the amount of information to be remembered is within the
limits of that capacity, so long as a delay filled with distraction is
interposed between learning and retention testing in order to prevent
active rehearsal. If the delay is very long, e.g., an hour
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or more, the natural distraction of ongoing activity is sufficient to
prevent rehearsal and to reveal a deficit if one is present. f the
delay is short, seconds or minutes, a formal distraction procedure is
needed to prevent rehearsal. The following observatioi of H.M.
(Milner, 1970, p. 37) makes this point.

Forgetting occurred the instant his focus of attention
shifted, but in the absence of distraction his capacity for
sustained attention was remarkable. Thus he was able to retain
the number 584 for at least 15 minutes, by continuously
working out mnemonic schemes. When asked how he had been able
to retain the number for so long, he replied: "It's easy.
You just remember 8. You see, 5, 8, and 4, add to 17. You
remember 8, subtract it from 17 and it leaves 9. Divide 9 in
half and you get 5 and 4, and there you are: 584. Easy."

The Importance of Delayed-Recall Measures

With these considerations in mind, it is easy to understand that
the hallmark of the organic amnesias is considered to be impaired
performance on tests of delayed recall (with interpolated distraction).
These tests form the cornerstone of any thorough neuropsychological
assessment of memory functions. Tests of delayed recall are simply
formal versions of the well-known bedside examination used by
neurologists. Typically the names of three objects are presented to
the patient, with the instruction to repeat them in order to
demonstrate comprehension and attention. After a delay of several
minutes, which is filled with the continuing mental status examination,
the patient is asked to recall the words. This informal method can be
expanded to yield even more information by first asking patients at the
time of recall how many words they %ad been asked to remember, by
cueing them with synonyms or rhymes for any words that could not be
produced in unaided recall, and finally by offering several words and
asking the patients to pick out the ones that had been presented
earlier. Failure to recognize words as having been previously
presented is a more reliable sign of memory disorder than failure to
recall, and recognition failure denotes a more severe disorder as
well. The use of recall and recognition tests together makes it
possible to detect more subtle and earlier signs of impairment.

Since in many medical settings patients are tested repeatedly by
different physicians and students, it would be useful if the number of
words given for memorization were sometimes four, not always three, and
of course the words themselves must be different in each test session.
Patients with memory problems, like the rest of us, may forget unique
events but still retain information about events that are r-peated.
This sometimes enables them to defeat the purpose of mental status
examinations by rehearsing the answers. A colleague tells the storv of
encountering a neurological patient one day in the hospital outside a
room where the patient was about to be presented at rounds.
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As my colleague passed by, the patient approached him, asking
anxiously, "Say, doc, who's the president of the United States?"

Delayed Recall of Prose Material

There are several formal neuropsychological tests of delayed recall
that can be used to good advantage. One useful test of this kind uses
connected prose, such as the logical memory subtest of the W4S, and asks
patients to repeat the story immediately after hearing it and then again
after some delhy (Milner, 1958). Figure 5 shows the performance of 15
patients who had been prescribed bilateral ECT on a test of this type
(not the WMS) with a deray of 24 h. Both imiediate and delayed recall
were assessed before ECT and then again, with an alternative form, 6 to
10 h after the fifth treatment of the series. ECT had no effect on
immediate recall of the prose passage, and by this measure memory
functions might have seemed very good. Indeed, by 6 to 10 h after the
fifth treatment, patients can score normally on tests of verbal IQ,
show no signs of confusion or disorientation, and carry on a
conversation in a normal and appropriate way. It is not uncomucn at
this time to hear comments from 'ospital staff not familiar with ECT
that the patient's memory is all right or that the patient can remembor
what he wants to. Yet delayed-recall tests show that memory functionh
are not normal at this time. Whereas patients tested before their
prescribed series of ECT showed on average considerable retention 24 h
after hearing the prose passage, cnly 2 of 15 could recall any part of
the prose passage after ECT, ani some could not remember having heard
any passage or having seen the experimenter previously. Figure 5 also
shows the performance of another group of subjects tested 6 to 9 months
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FIGURE 5. Delayed recall of a short prose passage by 15 patients
prescribed bil3teral ECT. Testing occurred before
trertment, 6 to 10 h after the fifth treatment, and for a
different group of 16 patients 6 to 9 months after
bilateral treatment.
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after the completion of treatment. The ability to learn and retain
prose material has considerably recovered by this time after treatment.

This pattern of deficit, impaired recall at a delayed test but not
at an immediate test, helps to distinguish the so-called organic memory
4isorders from memory disorders caused by depression. Indeed,
delayed-recall tests provide sensitive measures of neurological
dysfunction and can detect early signs of progressive impairment. By
contrast, depression affects immediate memory, presumably because

patients are preoccupied or inattentive, buc does not affect delayed
recall beyond what would be expected from the level of recall achieved
at immediete testing (Cronholm and Ottosson, 1961; Sternberg and
Jarvik, 1976).

Matorial-Specific Memory Dysfunction and Its Assessment

In additiot. to addressing the issue of severity, neuropsychological
testing of memory must also address the fact that memory dysfunction can

be different depending on whether the neurological injury or disease is
bilateral and whether it affects structures in the left or right
cerebral hemisphere. The effect on memory follows from the asymmetry
of hemispheric function with respect to language: verbal impairment

from left-side damage, nonverbal impairment from right-side damage,
global impairment from bilateral damage. This point has been best
demonstrated in the thorough work of Brenda Milner on temporal lobe
function (Milner, 1958, 1971). Patients with resections of the left
medial temporal lobe complain, for example, that they cannot remember
what they have read, and they do poorly on verbal memory tests.
Delayed-recall tests of shorc prose passages, as just described, are
useful in bringing out this deficit. Patients who have sustained right
medial temporal iobe resection complain, for example, that they do not
remember where they have .t things, and they do poorly on tests of
memory for faces, spatial relatiorships, and other things that are not
ordinarily encoded in words.

These disorders of memory, which arise from unilateral brain injury
or disease, were termed material-specific disorders (Milrer, 1968a) to
capture the fact that the side of the brain affected determines the

kind of material that is difficult to learn and remember. The sensory
modality through which material is learned (e.g., auditory, visual, or
tactile) is ordinarily not important. In a left medial temporal lobe
injury, a short prose passage will be difficult to remember regardless

of whether the patient reads the story or hears it read. These
material-specific effects have been demonstrated for left and right
temporal lobe surgical lesions (Milner, 1971), epileptic foci of the
left or right temporal lobe (Delaney, 1980), left or right unilateral
ECT (where the two electrodes are applied to the same side of the head,
ir contrast to bilateral ECT where opa electrode is applied to each
temple) (Squire, 1982c), unilateral diencephalic lesions (Michel et
al., 1982; Speedie and Heilman, 1982; Squire and Slater, 1978; Teuber

et al., 1968), and unilateral diencephalic brain stimulation (Ojemann,
t971).
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Ross (1980a,b) has described five patients with medial temporal
lobe dysfunction who provided evidence for the existence of fractional,
modality-specific memory disorders. The deficit affected the tactile
or visual modality and in three of the five cases did not affect memory
functions in other modalities. In addition, three patients with acute
unilateral lesions of the medial temporal region were reported to have
"tactile recent memory loss" for stimuli applied to the hand opposite
the lesion, but not for stimuli applied to the ipsilateral hand. These
observations raise the possibility that left and right medial temporal
lobe lesions naed not always cause equally severe deficits in all
modalities, as has been traditionally believed. Moreover, even
deficits affecting all modalities might sometimes be more severe when
information is presented to the visual field or body half contralateral
to the lesion. Additional systematic comparisons of modality (e.g.,
visual versus auditory versus tactile), side of presentation (left
versus right), and kind of material (verbal versus nonverbal) are
needed before the relative importance of all three factors can be
appreciated.

Delayed Recall of Nonverbal Material

Of the tests that have been used to assess delayed recall of
nonverbal material, perhaps the best known is the Rey-Osterrieth figure
(Figure 6). The subject is asked to copy the figure and then after a
delay is asked to reconstruct it from memory without forewarning. An
immediate test of reconstruction can be used as well. Brenda Milner
and her colleagues have developed an alternative form for this figure
and a standardized 36-point scoring system for both figures (Milner and
Teuber, 1968). An alternative method for testing delayed recall of
nonverbal memory, suggested by Russell (1975), is to use the figures
from the WMS. The ability to reconstruct these figures is tested in
the normal way, immediately after presentation, and again 30 min later.
When patients have constructive deficits or other problems that make
the use of memory tests involving drawing unsatisfactory, other tests

FIGURE 6. The Rey-Osterrieth figure, used to assess delayed
recall of nonverbal material. (From Osterrieth,
1944; also see Milner and Teuber, 1908.)
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can be used, e.g., recognition of previously presented faces after a
delay (Milner, 1968b), recollection of the position of a dot on an
8-in. horizontal line (Milner, 1974), or recognition by touch of wire
shapes or other objects that are not easily remembered by verbal labels
(Milner and Teuber, 1968).

Skill Learning

Although the deficit exhibited by amnesic patients with bilateral
brain damage has often been described as global, as if it affects the
learning and memory of any or all material, it is now clear that the
memory impairment in fact is considerably selective. Perceptuo-motor
skills, such as the eye-hand coordination skills involved in certain
tracking tasks and in mirror drawing, can be acquired by amnesic
patients (Corkin, 1968; Milner, 1962). Acquisition of such tasks can
occur at a normal rate over a period of days, although patients may
deny having worked at the task before. More recently this observation
has been extended to cognitive skills, such as mirror reading and the
solution to certain puzzles (Cohen and Corkin, 1981; Cohen and Squire,
1980). These observations have suggested a distinction between
information based on skills or procedures (procedural knowledge), which
is intact in amnesia, and information based on facts or data
(declarative knowledge), which is impaired.

The capacity for acquiring skills apparently does not require
integrity of the medial temporal or diencephalic brain regions damaged
in amnesia, whereas the capacity to acquire facts about the world,
e.g., the ability to recognize the words that have been read in a
mirror-reading task, depends on the integrity of these brain regions.
These ideas have been developed in more detail elsewhere, with the
suggestion that the nervous system honors the distinction between two
different kinds of memory systems (Cohen, 1981, 1984; Squire, 1982a;
Squire and Cohen, 1984).

This idea is reminiscent of other classic distinctions about the
representation of knowledge (e.g., knowing how versus knowing that
(Ryle, 1949) and procedural versus declarative knowledge (Winograd,
1975). These distinctions seem to capture the difference between what
amnesic patients can and cannot do, as we presently understand them.
Other terminologies have also been suggested in order to embody the
finding that amnesic patients (or experimental animals with presumably
similar lesions) can successfully accomplish some kinds of learning and
memory, but not other kinds (conscious recollection versus skills
(Moscovitch, 1982], memory versus habits [Mishkin, 19821, mediational
versus semantic memory [Warrington and Weiskrentz, 19821, episodic
versus semantic memory [Kinsbourne and Wood, 1975], taxon versus locale
[O'Keefe and Nadel, 19781, reference versus working memory [Olton et
al., 1979), vertical versus horizontal associative memory [Wickelgren,
19791). Whatever language is used, there now seems good reason to
suppose that there is more than one kind of memory. The notion rf two
(or more) kinds of memory or memory systems has intec.stir; implications
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for a variety of issues, such as infantile amnesia, phylogeny of
memory, and psychoanalytic theory (Nadel and Zola-Morgan, 1984;
Schacter and Moscovitch, 1984).

Recent work with amnesic patients suggests that the domain of
learning and memory that is spared may include not only skills but also
classical conditioning (Weiskrantz and Warrington, 1979) and what has
been termed priming (Graf et al., 1984) or perceptual fluency (Jacoby,
1982). It has been suggested (Cohen, 1984; Squire and Cohen, 1984)
that what is spared in amnesia depends on changes in already existing
knowledge structures. By contrast, the domain of learning and emory
that is affected in amnesia &ppears to provide additional information,
i.e., directly accessible info-mation, about the time and place of
occurrence of individual events, facts about the world that derive from
these events, and the awareness and sense of familiarity that a
particular event has previously occurred.

The sparing of skill learning should be demonstrable in amnesic
patients to the extLnt that amnesia is relatively free from other
cognitive deficits. The presence of frontal lobe signs, a common
feature of Korsakoff syndrome, or the presence of dementing illness may
interfere with the capacity for skill learning. It remains to be seen
whether the preserved capacity for learning and memory in amnesi
patients has any implications for rehabilitation.

Assessment of Remote Memory

One of the striking features of amnesia is '#,.t it commonly
involves some loss of information for events t. occurred before
onset. Before considering the retrograde aspect of memory dysfunction,
it is important to note that in memory disorders having a gradual onset
the distinction between anterograde and retrograde amnesia is
necessarily blurred. It is not always possible to determine whether
information has been lost because it was not acquired in the first
place or because it was first acquired and they later lost as the
result of the onset of amnesia.

Several techniques have been developed to assess memory for remote

events in a formal quantitative way. When amnesia has a very recent or
known time of onset, test questions that access retrograde amnesia can
be used. Of the tests available for clinical neuropsychological
testing, most ask for information about public events that occurred at
specific times in the past. This ensures that the information is
verifiable and accessible to all subjects. The first remote memory
tests to explore the nature of memory disorders in amnesic patient's
consisted of multiple-choice questions about persons or events that had
been in the news in Great Britain or faces of famous persons who had
come into prominence in Great Britain at different times in the past
(Sanders and Warrington, 1971). By presenting a number of questions
for each of several past decades, it was possible to obtain a sampling
of an individual's knowledge of past events. Subsequently, similar
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tests based on public events or famous faces (Fig. 7) were developed
for use in the United States (Albert et al., 1979; Seltzer and Benson,
1975; Squire, 1974). In addition to multiple-choice techniques, these
tests can all be given in a free-recall format prior to recognition
testing, and many of them can be given in a detailed-recall format, in
which subjects are asked to tell all they can about a previous event

FIGURE 7. Items from the Famous Faces Test of the Boston
Retrograde Amnesia Battery (Albert et al., L09).
From left to right, top row: John L. Lewis (1930s),
Fulton Sheen (1940s), Joe McCarthy (1950s); bottom
row: Jimmy Hoffa (1960s), H.R. Haldeman (1970s).

(Cohen and Squire, 1980; Squire and Cohen, 1982). In this case, the

responses are recorded, transcribed, and then scored for number of
details produced.

Another Vind of remote memory test that has found useful
application in the study of memory disorders is a test of former
one-season television programs (Squire and Fox, 1980; Squire and
Slater, 1975). This test was designed to overcome one important
limitation of all other available remote memory tests, i.e., the
difficulty in comparing scores from different past time periods.
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To make valid comparisons across time periods, the items selected must
satisfy the criterion of equivalence, i.e., they must sample past time
periods in an equivalent way so that the events from different time
periods are likely to have been learned to about the same extent and
then forgotten at similar rates. The television test appears to
satisfy this criterion, as demonstrated by studies with updated
versions of the test over a 7-year period (Squire and Fox, 1930).

Remote memory tests cannot be assumed to satisfy the criterion of
equivalence just because normal subjects obtain the same score (e.g.,
75% correct) across all time periods sampled by the test. As discussed
in detail elsewhere (Squire and Cohen, 1982), it is possible that the
events selected from more remote time periods were initially more
salient and more widely known than the events selected from more recent
time periods. In addition, the events from more remote periods could
have been forgotten more slowly. Accordingly, findings from patients
taking these tests will necessarily be ambiguous, to the extent that
the point of testing is Lo compare performance across time periods.

These issues notwithstanding, all the remote memory tests have some
useful application to the quantitative examination of memory disorders.
As with any scientific tool, its appropriateness depends on the
particular question being asked. Thus, the television test, although
advantageous in some respects, is limited by the relatively short time
span that it can reliably cover (about 20 years) and by the fact that
it yields variable results when used clinically to explore the memory
capacity of a single patient. Indeed, many of the tests available for
the assessment of memory, including the television test, were originally
designed for the investigation of specific research questions in groups
of patients, and they are not always as useful as one might wish when
trying to understand the nature of memory impairment in an individual
patient. For this reason it is advisable to use several different
tests when studying a single patient.

An important general point about remote memory tests for public
events is the issue of test sensitivity. Unfortunately, multiple-choice
tests and recall tests that ask for a single word or phrase do not appear
to be sufficiently sensitive to rule out definitively the presence of
remote-memory impairment. Patient N.A., who had a circumscribed
diencephalic lesion involving the region of the dorsomedial thalamic
nucleus, performed six such tests normally but was impaired on two tests
that assessed his detail d recall for past events (Cohen and Squire,
1980; Zola-Morgan et al., 1983). Until detailed recall tests are given
to other patients with dorsomedial thalamic damage, the status of
retrograde amnesia in this group remains uncertain. Despite these
uncertainties about patients with focal diencephalic lesions, remote
memory tests have been useful in characterizing and differentiating
clinical groups (Butters and Albert, 1982; Cohen and Squire, 1980).

All the remote memory tests just described share the advantage of
being based on verifiable and publicly accessible information. A final
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remote-memory test should be mentioned here that does not have this
feature, but can nevertheless be of considerable value in the
neuropsychological assessment of memory disorders. This test derives
from early quantitative studies by Galton (1879) and was recently
modified and applied to the study of memory by Crovitz and Schiffman
(1974). The test is designed to obtain autobiographical remote
memories about specific past episodes of a patient's life. Patients
are given 10 standard cue words (e.g., window, tree, ticket, bird) and
are asked in each case to recall a specific memory from the past that
involves this word. Various scoring procedures can be used, a 0 or 1
method that can be done during the testing session, or a 0 to 3 method,
where the responses are recorded, transcribed, and then scored by some
predetermined system of partial credits. After recalling a memory for
a given cue word, subjects are asked to date the memory as best they
can. This test can provide useful information about the quality and
quantity of recalled information, as well as vital information about
the time periods from which recall is possible. Even amnesic patients
who obtain normal scores for recall may draw their memories from
eifferent time periods than normal subjects. This was true in the case
of the patient with functional amnesia described above, who atypically
drew most of his memories from the 4 days immediately preceding the
onset of his amnesic disturbance (Schacter et al., 1982). Patients
with alcoholic Korsakoff syndrome, though they could obtain normal or
near normal scores on the recall test, drew their memories from 10
years earlier than their alcoholic control subjects (Zola-Morgan et
al., 1983).

The material obtained in an autobiographical test is not easily
corruborated. One way to check for outright fabrication is to ask
subjects again, some time after the initial test, to date the memories
they had recalled (Schacter et al., 1982). This procedure typically
showq close e6.:itiLt betweenr The dazs produced in the two sessions.

Self-Ratings of Memory

This section began by pointing out how much can be learned about
memory disorders by constructing a time-line of the disorder, based in
part on what patients themselves report about their impairment.
Quantitative and qualitative information can be obtained with formal
tests that take advantage of patients' own sense of their memory
problems. Of course, self-reports of memory function can be
misleading. For example, in depressed elderly patients memory
complaints appeared to be related more to depression than to
performance on memory tests (Kahn et al., 1975). Conversely, patients
receiving ECT who were clinically improved often denied memory
impairment even though impairment could be documented by formal tests
(Cronholm and Ottosson, 1963). Nevertheless, relations between memory
self-ratings and objective measures of performance can be demonstrated
(Baddeley et al., 1982; Zelinski Pt al., 1980).
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Following is an 18-item self-rating scale that has been used with
patients receiving ECT (Squire et al., 1979):

My ability to search through my mind and recall names or memories
I know are there is:

I think my relatives and acquaintances now judge my memory to be:

My ability co recall things when I really try is:

My ability to hold in my memory things that I have learned is:

If I were asked about it a month from now, my ability to remember
facts about this form I am filling out would be:

The tendency for a past memory to be "on the tip of my tongue" but

not available to me is:

My ability to recall things that happened a long time ago is:

My ability to remember the names and faces of people I meet is:

My ability to remember what I was doing after I have taken my mind
off it for a few minutes is:

My ability now to remember things that have happened more than a
year ago is:

My ability to remember what I read and what I watch on television is:

My ability to recall things that happened during my childhood is:

My ability to know when the things I am paying attention to are
going to stick in my memory is:

My ability to make sense out of what people explain to me is:

My ability to reach back in my memory and recall what happened a
few minutes ago is:

My ability to pay attention to what goes on around me is:

My general alertness to things happening around me is:

My ability to follow what people are saying is:

This scale takes advantage of the fact that memory problems due to
depression are different from memory problems due to amnesia (Cronholm
and Ottosson, 1961). The former impairs immediate recall but has no
special effect on delayed recall. The latter impairs delayed recall,
but has little or no effect on immediate recall, especially if the
amount of material to be remembered is small and can be held in
immediate memory (see above, Delayed Recall of Prose Material).
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The scale was designed with the thought that patients might reflect
this difference in their own assessments of their memory abilities.
Patients given the scale were asked to rate each item from -4 (worse
than ever before) through 0 (same as before) to +4 (better than ever
before). The items listed in the scale were given to patients in a
random order. One week after ECT, self-ratings overall were worse than
before ECT, buzt some items were rated worse than others (Fig. 8). That

is, the profiles of self-ratings obtained before and after ECT were
different, indicating that ECT changed the patients' own experience of

3BEFORE ECT

FIGURE 8. Memory self-ratings
before and I week after a course
of bilateral ECT for 35 subjects.

Of ! Itemc have been ordered from the
LL one yielding the largest before-
-J Jafter difference (item 1, to
bleft) to the one yielding the

smallest difference (item 18, to
O - I WEEK right). The results show that

AFTER ECT ECT both increased memory
2complaints and changed their

character. The test items are

shown in above list for the
self-rating scale. (From Squire

ITEMS (1-18) et al., 1979.)

memory functions. Whereas before ECT, reports of poor memory can
probably be attributed to depression, we suppose that after ECT reports
of poor memory were influenced largely by the amnesic effect of the
treatment.

This finding makes it possible to study patients long after ECT and
to ask whether persisting complaints about memory functions ,
influenced by depression or by amnesia. The results shown in iig. 9
for the same 35 patients answer this question. First, self-ratings of
memory functions improved between 1 week and 7 months after the
completion of treatment, corresponding to the findings from objective
tests given at these times (Price, 1982; Squire, 1982c). Second,
self-ratings retained the form they had I week after ECT, when patients
were amnesic, and differed from the form before ECT, when patients were
depressed. These findings suggest that persisting memory complaints
long after ECT reflect an experience of amnesia rather than an

experience of depression or some other condition that was present both
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before and after ECT. An addizional follow-up of these patients 3
years later (Squire and Slater, 1983) suggested that the experience of
memory impairment is in part veridical, insofar as it relates to the
gap in memory that patients experience for events that occurred close
to the time of treatment. In addition, it may be in part related to a
natural tendency to attribute normal memory problems to the prior ECT
experience. So far, formal memory testing 6 months or more after ECT
has not provided any evidence for permanent impairment in new learning
capacity after a typical course of ECT (i.e., 6 to 12 treatments)
(Price, 1982; Squire, 1982a; Weeks et al., 1980).

0 N =35 6 MONTHS

AFTER ECT

z ,0 Z
Z!WC-

FIGURE 9. Memory self-ratings 1

]r week and 7 months after bilateral

o -2 r", I WEEK ECT for 35 subjects. Items are
AFTER ECT arranged as in Fig. 8. The
Aresults show that time diminished

the severity of memory complaints,
but did not alter the pattern
observed 1 week after ECT. (From

ITEMS (1-18) Squire et al., 1979.)

Self-rating scales could find useful application in a variety of
settings where there is interest in understanding memory complaints and
relating them to objective test performance. For example, they might
be useful in distinguishing depression in the elderly from the effects
of incipient brain disease. In addition, they could be of use in
assessing patients with memory disorders who are given pharmacological
treatments in an effort to improve their memory functions. Some of
these treatments might work in part by improving mood rather than by
affecting memory mechanisms directly, and such effects might be teased
apart by self-rating scales.

HEAD INJURY AND DEMENTIA

Two instances in which memory dysfunction is commonly encountered by
the clinical neuropsychologist are traumatic head injury and dementia,
especially Alzheimer's disease. In both circumstances, memory loss
occurs in a constellatio. cf other disorders. The specific testing of
memory functions, however, can follow the same guidelines that have
been developed here for more circumscribed disorders.
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The neuropsychology of head injury has been reviewed thoroughly

(Newcombe, 1983; Levin et al., 1982). Although memory dysfunction may
be the most ubiquitous sign of closed head injury, it commonly occurs
together with a reduction in general intellectual capacity, disorders
of language and visual perception, apraxia, impairment of attention,
and personality change. These multiple disorders are consistent with
the variable and widespread pattern of cerebral damage that can result
from severe head injury.

Whereas the great majority of patients admitted to hospitals with a
head injury eventually make a good recovery, Newcombe (1983) notes that
perhaps 1% have persisting signs of impairment. This impairment is now
recognized in most cases to have a neurological basis, not a functional
basis (e.g., compensation neurosis) as was once believed. The neuro-
psychologist must address questions about the severity and nature of
the deficit and the predicted rate of recover,, as well as questions
about possible rehabilitation.

The memory deficits themselves have been carefully reviewed by
Schacter and Crovitz (1977). Interestingly, tests of immediate and
delayed prose recall, considered above, correlate better with judgments
by relatives of a patient's memory abilities than do other formal
laboratory tests of memory (Baddeley et al., 1982). In addition to
specialized memory tests, assessment might be facilitated by the use of
one or more scales that have been developed especially for head-injured
patients (Jennett et al., 1981; Teasdale and Jennett, 1974). The
Galveston Orientation and Amnesia Test (Levin et al., 1979) can be used
repeatedly and yields estimates of retrog. -de amnesia and of the
duration of posttraumatic amnesia. The du.ition of posttraumatic
amnesia is the best available index of severity of injury and is a good
predictor of recovery (Jennett, 1976).

In general, techniques that improve memory functions in normal
subjects can be expected to improve memory functions in head injury
patients and other amnesic patients as well. Accordingly, the
techniques most often mentioned in the context of rehabilitation or
retraining are elaborate note keeping, imagery, and rehearsal. Imagery
may be of special value in working with patienta with memory impairment
due to left-hemisphere dysfunction (Pattern, 1972). However, for a
balanced perspective on the difficulties of making simple
generalizations about rehabilitation, see Newcombe (1983).

Memory problems are also commonly encountered by the clinical

neuropsychologist in dementia. Dementia is estimated to affect 4 to 5%
of the population over 65 years of age. Alzheimer's disease, the most
common form of dementia, accounts for at least 50% of the cases
(Katzman, 1976; Terry and Davies, 1980). Memory problems are perhaps
the most common and often the earliest sign of the disease, but
disorders of language (especially anomia) and visuospatial disorders
can also occur early. The disease is progressive, eventually involving
most or all intellectual functions. It typically deveiops over a
period of 5 to 10 years. At present, the diagnosis of Alzheimer's
disease cannot be made definitively without neuropathological data.
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Accordingly, a primary question for the neuropsychologist concerns the
extent to which the disease can be detected early and differentiated
from the benign forgetfulness of normal aging (Kral, 1978). from
depression or pseudodementia (McAllister, 1983; Wells, 1979), and from
other sometimes treatable forms of dementia.

There is not yet sufficient information to permit Alzheimer's
disease to be identified cousistently on the basis of neuropsycholugical
reviews, see Fuld, 1978; Kaplan, 1979; Miller, 1981; Corkin et al.,
1982). in many respects, the memory loss exhibited by patients
diagnosed as having Alzheimer's disease seems to resemble the memory
loss exhibited by patients with more circumscribed amnesias. This
conclusion is consistent with the finding that neuropathological
changes in Alzheimer's disease are prominent in the medial temporal
region (Corsellis, 1970). However, two features of memory dysfunction
in Alzheimer's disease have been identified that are not observed in
the circumscribed amnesias. First, patients with even mild Alzheimer's
disease have poor digit span scores, but amnesic patients usually have
normal scores on digit span tasks (Crkiii, i82). Second, patients
with Alzheimer's disease have been renorted to exhibit an extensive
deficit in remote memory without any sign of a temporal gradient
(Wilson et al., 1981). With additional work, it should be possible to
determine, for different stages of the disease, whether the memory
deficit more closely resembles diencephalic or bitemporal amnesia and
the extent to which the memory loss, perhaps because of superimposed
cognitive deficits, has a characteristic and identifiable form.

SELECTION OF RECOMMENDED MEMORY TESTS

The preceding sections considered some of the issues involved in
undertaking a clinical neuropsychological evaluation of memory
functions. Special cechniques are available for assessing memory
dysfunction, and these can be used to distinguish functional from
organic disorders, to identify material-specific disorders, to assess
both anterograde and retrograde amnesia, to assess skill learning, and
to explore patients' self-reports of memory functions. Table 1 lists a
minimal selection of tests that should serve most clinical needs. More
than one test of each type can be used if the findings in any one area
are ambiguous. Additional tests can be used as needed, once the
clinician becomes familiar with the status of the patient's memory
functions.

Neuropsychological testing of memory is most informative when
memory tests are supplemented with some additional tests. Additional
tests can establish valuable reference points that help 4n interpreting
memory test scores. They can also identify or rule out other kinds of
impairment which if present would influence memory test scores. The
Wechsler Adult Intelligence Scale is probably the most helpful, as it
can define the general test-taking ability of the patient and, in
conjunction with the WMS, can give a rough indication of whether memory
problems are present. A naming test (Goodglass and Kaplan, 1972) can
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also be valuable, because patients with anomia will perform poorly on

some memory tests (e.g., recall tests of remote memory). Anomia is not

always detectable by casual bedside examination. A formdl quantitative
method that includes many low-frequency object names (protractor,
trellis, paddle) will often reveal impairment that is missed by a
briefer, more casual exam. Finally, tests of frontal lobe function are

often helpful, since frontal lobe dysfunction can influence scoles on

many memory tests (Moscovitch, 1982; Squire, 1982b).

TABLE I. Recommended tests for neuropsychological
assessment of memory

Test References

Construction of time-line Barbizet, 1970; Squire and
Slater, 1983

Immediate recall ot prose passage Milner, 1958
Copy of Rey-Osterrieth figure Milner and Teuber, 1968

Paired-associate learning Jones, 1974
Delayed recall of prose passage
Delayed reconstruction of

Rey-Osterrieth figure

Remote memory for famous faces Albert et al., 1979
Cued recall of autobiographic.l memory Crovitz and Schiffman, 1974
Self-rating scale Squire et al., 1979

CONCLUSION

A review of the available methods for testing memory and various

clinical settings in which these methods can be usefully applied,
indicates that much progress has been possible because of basic

research. An enormous amount has been learned in recent years about
how the brain accomplishes memory storage, and an inventory of memory

tests has been one of the fruits of this enterprise.

The neuropsychological study of memory is part of a broader program

of research aimed at understanding the biology of memory at all levels
of analysis--from cellular and synaptic events to the whole behavior of

complex animals like humans. It seems certain that a broad, basic
research approach to problems of memory and the b-ain will continue to

inform us about mechanism and organization and at the same time will
produce improved methods for neuropsychological assessment of patients
with memory dysfunction. Ultimately, perhaps, these research efforts
may lead to methods for the treatment of memory dysfunction.
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NEUROPSYCHOLOGICAL EVALUATION

Youngjai Kim

This presentation has a twofold purpose: to briefly outline and
discuss what a comprehensive neuropsychological assessment is and to
discuss ways in which subtle neuropsychological deficits are to be
assessed.

Neuropsychological evaluation can be defined as a procedure in
which the nature and extent of behavioral deficits that result from
central nervous system dysfunctions are objectively measured. This
procedure is predicated upon what we know of brain-behavior
relationships As new information about this relationship continues to
emerge, it is reasonable to assume that the assessment procedures will
undergo considerable change and refinement in years to come.

Neuropsychological assessment haa been used in diagnosis, in
research, and in making realistic patient management and rehabilitation
plans. While the specific nature and scope of a neuropsychological
test will be determined by the purpose for which it is used, any
initial assessment of an individual or group of subjects must be
comprehensive. Although the impairment of cognitive abilities will
provide the most critical information in neuropsychological assessment,
this index of impairment must be interpreted not in isolation, but
within the context of an overall picture of cognitive ability. This
comprehensive information is particularly important when the assessment
is used in diagnosis, in which profile analysis plays an important
role, and in making patient management plans, for which delineating the
patient's strengths and weaknesses is essential to making realistic and
effective plans. Comprehensive evaluation, in this context, does not
refer to the depth of evaluation, but to its width, in the sense that a
number of essential cognitive abilities that constitute an overall
neuropsychological picture must be covered by the assessment procedure.

In any neuropsychological assessment, two frames of reference are
*kept in mind simultaneously. One pertains to behavioral representation

of higher cortical functions from a neurological perspective, and the
other pertains to our knowledge of human intelligence from a
psychological perspective. Studies have shown that there is a
functional asymmetry between the two hemispheres of the brain: verbal
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materials tend to be processed in the left hemisphere, nonverbal
materials in the right hemisphere. Within each hemisphere, different
lobes are, in turn, known to process different types of cognitive
tasks. Crudely, the frontal lobes process conceptual and abstraction
tasks, the temporal lobes process memory and auditory materials, the
parietal lobes process visuoconstructional tasks, and the occipital
lobes process visuoperceptual tasks.

Parallel to this corticobehavioral frame of reference is the
psychological frame of reference. In any comprehensive assessment, a
number of major cognitive functions must be evaluated. These functions
include verbal abiliLy, visuospatial ability, memory, attention and
concentration abilities, and higher-level conceptual abilities.

VERBAL ABILITY

Assessment of verbal ability entails evaluation of two somewhat
discrete aspects of verbal skills: basic language skills and verbal
intelligence. Tests of aphasia reflect the basic language skills that
should be evaluated, and tests such as the verbal subtests of the
Wechsler Adult Intelligence Scale (WAIS) are used to assess verbal
intelligence. Materials obtained during the interview and the
administration of the verbal subtests of the WAIS provide the examiner
with information on the subject's auditory comprehension, verbal
expression, and some naming skills; however, they do not provide
information on the subject's reading, writing, and repetition skills,
wh.ch play important roles in making a diagnosis of aphasia.
Rrpetition, in particular, plays a significant role in the differential
diagnosis of subtypes of aphasia. In conduction aphasia, for instance,
the subject manifests severe repetition deficits in the presence of
relatively intact speech output (Goodglass and Kaplan, 1972), and
without a test of repetition, this aphasic problem is not likely to be
diagnosed.

The cortical areas associated with language disturbance have been
extensively examined and will not be elaborated on here. For a
right-handed person, various language problems are associated with a
left-hemisphere lesion ranging from Broca's area anteriorly to
Wernicke's area posteriorly.

VISUOSPATIAL ABILITY

At least three aspects of visuospatial ability should be examined
separately. If a subject is unable to perform a visuoconstructional
task such as the block design subtest of the WAIS, it is not clear
whether the deficit lies in his deficient visuoperceptual ability, in
his inability to mentally manipulate the required task, or in his
inability to handle the motor aspect of the task.
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Visuospatial deficits are associated with fronto-temporo-
parieto-occipital lobe involvement. Whereas a right-hemisphere lesion,
especially in the post-Rolandic fissure, produces the most pronounced
visuospatial deficits, left parietal lobe lesions also produce
visuoconstructional deficits. Some investigators (Hecaen and Assal,
1970) claim that there are qualitative differences in the types of
errors committed on constructional tasks between patients with left or
right parietal lobe lesions.

ATTENTION AND CONCENTRATION

Attention is one of the cognitive functions sensitively affected by
any central nervous system (CNS) dysfunction. Also, in the c3ntext of
a neuropsychological assessment, selective impairment of verbal and
nonverbal attention has been seen in association with left- and
right-hemisphere lesions, respectively (Diller and Weinberg, 1972; Kim
et al., 1980).

The anatomical structure responsible for maintaining attention is
the diencephalic extension of the reticular formation (Magoun, 1966).

As attention represents a complex interaction of the limbic,
neocortical, and ascending activating systems, attentional deficit
could occur with damage in many areas of the brain.

Memory

Disturbances in memory often are the most common initial symptoms
and complaints seen in early phases of CNS dysfunctions. In a
neuropsychological assessment, verbal memory and nonverbal memory are
assessed separately, as they frequently reflect lateralized CNS
involvement. It is not uncommon to see a patient with significantly
impaired nonverbal memory yet well-preserved verbal memory.

Temporal lobe lesions, left for verbal memory and right for
nonverbal memory, are generally associated with memory deficits.
However, subcortical structures such as the hippocampus, dorsomedial
nucleus of the thalamus, and mammillary bodies are also imrlicated in
memory functions.

Conceptual and Abstraction Abilities

As the ability to perform these higher-order cognitive tasks
entails an intact ability to process basic attention, memory, and
language skills, it is highly susceptible to the effects of
neurological dysfunctions. At times, deficits in these hisner-level
functions are detected before deficits in other basic skills, and these
tasks are sensitive in identifying subtle neurological involvement or
an early phase of a neurological disease process.
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The higher cognitive funcLions, although localized in the cortex,
are not as focused as language functions, but are considered widely
represented throughout thp cortex. This diffuse representation makes
this function particularly vulnerable to dysfunctions in various parts

of the cortex.

Given the results of this initial comprehensive neuropsychological
tests, a neuropsychologist asks the following set of questions.

What are the nature and the extent of cognitive deficits?
Are there indications of either focal or diffuse CNS involvement?
If the lesion is focal, what is the locus of the lesion?
Is the neuropsychological profile consistent with any of the known

profiles associated with a specific neurological syndrome?
Are there any indications for further testing of certain specific

cognitive functions?

A number of considerations should be kept in mind in intLrpreting the
answers to these questions. Few of the focal deficits occur in pure
form; rather, they tend to occur in a background of some degree of
general psychological impairment. On the other hand, an absence of
psychological deficit does not necessarily imply an absence of neuro-
logica' involvement. Very mild neurological problems or lesions located
in relatively silent areas of the brain might not produce measureble
behavioral changes. Certain configurations or clusters of psychological
deficits might signal specific neurological dysfunctions. When this is
suspected and the available test data are not complete, additional tests
should be used to check th hypothesis. This aspect of the procedure
highlights the competence of a neuropsychologist. The quickness with
which the examiner can formulate a number of possible hypotheses on the
basis of minimum test data and the ingenuity with which he or she
proceedE to attain missing information would vary from one examiner to
another. Let us examine a hypothetical case of an associative visual
agnosia. Patients vith this syndrome have adequate visual perception
and an adequate abilizv to recognize objects and demonstrate their use,
but they are unable to taime these objects. Left occipital lobe and
posterior corpus callosum infarctions are associated with this syndrome.
When available test data present a pattern in which severe naming
deficit is seen in the presence of otherwise adequate language skills
and visuoperceptual ability, a neuropsychologist should be alerted and
carry out further evaluation to test the hypothesis and associative
visual agnosia. The patient should be asked to demonstrate actual use
of objects, and the disceepancy between his ability to name visually
presented and verbally described objects should be tested. As these
patients also frequently manifest alexia without agraphia, this pattern
of skills should also be examined.

In this sense, a comprehensive neuropsychological issessment battery
such as I have described, cumbersome as it already is, is just a basis
from which further evaluation may proceed.
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To a certain exte nt, there is a built-in system of validation for
neuropsychological assessment when used as an individual diagnostic
procedure. The results of the test interpretation are validated against
clinical neurological examination findings or neuroradiological
findings, such as computerized tomography (CT) scans. The majority of
systematic, well-concrolled studies in which the validity of neuro-
psychological tests is examined tended to involve a single test or
cluster of tests designed to evaluate a particular cognitive function.
However, a few studies evaluated the validity of a comprehensive aeuro-
psychological assessment battery. Reitan (1962) attempted to infer the
locus, extent, ind etiology of lesions on the basis of the Halstead-
Reitan Battery. He fourd Zenerally high agreement between the inferences
made on the basis of test results and independently derived neurological
ratings. In another study (Kim et al., 1979), the efficacy of another
comprehensive neuropsychological test battery was examined.

In that study, my colleagues and I examined the relationship between
neuropsychological test results and CT scan findings for 20 stroke
patients. The paradigm used was as follows. A comprehensive test
battery and CT scans, both with and without the contrast material, were
administered to each subject. Two neuropsychologists were independently
assigned the following tasks: to identify the locus and extent of
cerebral lesions based on the patient's test results, age, and level of
education, and to specify the extent of psychological deficits on the
basis of the CT scan readings provided by a aeuroradiologist. The age
and level of education of each patient were also provided. The tests
of verbal ability used were the WAIS (information, comprehension,
simlarities, vocabulary subtests), the Boston diagnostic aphasia
examination, and the Wingfield object-naming test. Tests of nonverbal
ability included general (WAIS performpnce scale), visual (Rey-Osterrieth

figure test, Hooper visual organization test, Royer-Holland block
rotation test), auditory (seashore rhythm test), ai.d tactile
(stereognosis test, Seguin formboard test) components. For attention
and concentration, the digit sequencing test, word sequencing test,
Knox cube test, 4 X 4 block sequencing test, WAIS (digit span and
mental arithmetic subtests), and WMS (mental control subteLt) were
used. Tests of memory included verbal (WMS), visual (Benton visual
retention test, Rey-Osterrieth figure test [recall]), auditory
(seashore tonal memory), and tactile (Seguin formboard test) components.
Abstraction and conceptualization were assessed with the Porteus maze
test, Wisconsin card-sorting test, proverbs, and trail-making test.
Other tests included color naming and matching, drawing geometric

figures, clock drawing and setting, finger agnosia test, left-right
orientation test, written arithmetic test, word fluency test, and the
Minnesota Multiphasic Personality Inventory.

The psychologists' test scores were transformed into deficit scores
(Table 1). The CT scan readings were also scored (Table 2). The locus
of lesion to be specified was the frontal, temporal, parietal, or
occipital lobe for both the left and right hemispheres. In addition,
ventricular and sulcal enlargement and other categories were available
for use. Briefly, the findings indicated that identification of the
laterality of the lesion based on the test results was accurate on 80%
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TABLE 1. Deficits as scored by p-ychologists

Test Score!

WAIS: Verbal IQ 1 I 3 4

Information X

Comprehension X

Similarities X

Vocabulary X

Rey-Osterrieth copy X

Hooper visual organization x

Scores ranged from 1 (no deficit) to 4 (severe deficit).

TABLE 2. CT lesions as scored by radiologists

Site and size of lesion

Site of lesion Left hemisphere Right hemisphere

Frontal lobe 4

Temporal lobe 3

Parietal lobe 3

Occipital lobe

Ventricular enlargement

Sulcal enlargment

Other

Scores ranged from 1 (no lesion) to 4 (severe lesion).
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of the subjects; specification of psychological deficits based on CT
scan readings was more accurate than identification of lesion sites
based on test results was; agreement on the lesion site between the two
neuropsychologists was greater than that between the neuroradiologist
and the psychologist; and generally, the larger the size of the lesion,
the more severe the psychological deficits.

On the whole, neuropsychological assessment of focal lesions tends
to be relatively straightforward and its reliability and validity are
generally adequate.

Meier (1970), in his discussion of assessing subtle psychological
deficits associated with cardiovascular disease, stated that such
deficits require elaborate, time-consuming, and complicated behavioral

testing devices.

When a patient with unequivocal neurological symptoms fails to show
behavioral deficits on psychological tests, it could be due to either a
true absence of behavioral changes accompanying the neurological
symptoms or the insensitivity of the tests used.

The areas of cognitive function shown to be sensitively affected by
known or suspected diffuse CNS dysfunction provide clues about where to
begin. Attention and concentration, new learning and short-term
memory, speed of reaction, and ability to handle higher-level cognitive
tasks appear to be more sensitive in reflecting diffuse and 3ubtle CNS
involvement than other tasks. Goodglass and Kaplan (1972) and Lezak
(1977) describe impairment in conceptual thinking, slowing of
ideational processes, reduced attention, stimulus boundness, and memory
impairment as deficits associated with nonspecific neurological
deficits among brain-damaged patients. Spieth (1962, 1967) and Szafron
(1963, 1965), on the other hand, demonstrated that among those with
cardiovascular insufficiency, impairment in speed of reaction, decision
time in complex judgments, and short-term memory under conditions of
interference are the most frequently seen cognitive deficits.

When very mildly impaired, equivocal performance is noted on many
of these sensitive tasks against a background of intact performance on
others, subtle CNS dysfunction should be suspected.

Certain complex tasks have been shown to be sensitive in reflecting
subtle deficits. Witt et al. (1984) administered psychological tests
to 16 anorectics, 16 age-matched depressed patients, 16 juvenile-onset
diabetics, and 16 normal controls. The tests administered were the
information and digit span subtests of the WAIS, the trailmaking and
visual reproduction tests of the Wechsler Memory Scale (WMS), and the
symbol-digit learning test (SDLT). Their findings indicated that SDLT
was the only test that discriminated the anorectics from the other
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groups and was also found to correlate with duratioa of illness. In
this test, seven symbols were paired with seven digits. After being
shown a pair, the subject was shown one of the symbols alone and asked
to supply the digit that was paired with it.

The digit-symbol subtest of the WAIS, which is similar to the above
test, was also shown to be sensitive to generalized CNS involvement
among brain-damaged patients. In the WAIS test, nine digits are paired
with nine symbols. A series of digits is presented, and the subject is

asked to write in the matching symbols as fast as possible. When the
nature of these tasks is analyzed, they are found to entail sustained
attention, memory, scanning, transformation of symbols into digits, and
speed. It is possible that some of these components play greater roles
in enhancing the sensitivity of the task than others. For instance,
the transformation of the materials from one stimulus modality into
another, such as digits to symbols, might involve rapid shifting,
activation, and integration of different parts of the brain.

Examining the qualitative aspect of subjects' performance st:ategy
could also provide important clues to the level of difficulty the
subjects experience. The two performances of the copying task shown in
Fig. 1 scored for accuracy alone would yield the same score. However,
if the different strategies used in arriving at the same score are
examined, the two performances appear quite different and may represent

different levels of CNS integrity.

. .* . First two minutes

-Second two minutes

------ - ---- Third two minutes

sequences. ...... r S. **

... . . . : . . ,.
* . .. . . .

FIGURE 1. Rey-Osterrieth figure copying test. Two different
sequences in copying strategy. Symbols......., first

2 min; ...., second 2 min; - - - -, third 2 min.

The tests that have been shown to be sensitive to subtle deficits
are complex tasks that call for Aanipulating multiple factors with
speed or that require efficient strategy to carry out.
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The problem of validating the assessment of subtle deficits is more
complex than it is for focal deficits. This aspect of assessment is just
beginning to receive more attention. Systematic and rigorous examination
of some of the issues described earlier, such as comparison of conven-
tionally and qualitatively scored test results, may provide a starting
point for further exploration.

Finally, a brief comment is in order with reference to two prevailing
approaches to neuropsychological evaluation. One is a fixed test battery
approach and the other is a flexible test battery approa:h. The
Halstead-Reitan battery and the Luria-Nebraska neuropsy,;hological battery
are examples of the former. In this approach, the same test battery is
administered to all candidates for neuropsychological assessment in as
uniform a manner as possible. Each candidate's tet. score pattern is
interpreted against the prototypic patterns for various diagnostic
categories. The advantage of this approach is that the batteries can be
administered by trained, competent technicians. This is an economical way
of attaining neuropsychological information. The standardized test score
interpretation also enables someone with less than expert knowledge of
neuropsychological assessment to interpret a given patientas neuro-
psychological test data. The disadvantages of this approach are that it
is difficult to assess and specify the precise nature and extent of
neuropsychological deficits of a given patient in satisfactory detail and
that deficits in certain idiosyncratic cognitive parameters that are not
included in the battery might remain unassessed. In the flexible test
apprcach, the major emphasis is placed on the uniqueness of the individual
behavioral manifestations that result from neurological dysfunctions.
Thus, the selection and administration of the tests depend on the given
patient's specific pattern of deficits. Concentrated assessment of areas
of deficit enables the neuropsychologist to explicate the specific nature
of the deficit as well as the degree of deficit in detail. The drawback
of this approach, however is that the quality of the neuronsychological
assessment greatly depends on the competence of a given neuropsychologist.
There are, thus, advantages and disadvantages in both approaches. The
choice to subscribe to either approach in a personal matter. Some of the
important characteristics of a neuropsychologist, regardless of the
specific approach one adheres to, are open-minded curiosity and an ability
to observe and assesq behavior in a systematic and creative manner.
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SESSION II

INTRODUCTION--EFFECTS OF SELECTED PHYSIOLOGICAL AND
ENVIRONMENTAL. VARIABLES ON COGNITION

The number of studies done specifically to evaluate the effects of nutritional
variables on cognitive performance is rather small, especially for studies

done recently with state-of-the-art cognitive assessment techniques.
Nevertheless, cognitive testing methods have been shown to be useful in
assessing the effects of a variety of factors on mental performance. The
purpose of this session was to review four areas in which cognitive performance

tests have been used. The first paper reviews what is known about the effects
of nutrition on cognition; these results come largely from studies done prior
to 1960. Later chapters review the cognitive effects of cholinergic drugs,
noise, heat, and other stressors, and neurotoxic agents. In each area the
authors emphasize the testing methods that have been most useful.
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NUTRITIONAL DEFICIENCIES AND COGNITION

David A. Levitsky and Barbara J. Strupp

The question of whether nutrition, or, perhaps more importantly,
poor nutrition, affects human cognition is as old as civilization.
Certainly every culture had ideas about the relationship between foods
or the lack of certain foods and the mind. Even today, such diverse
behavioral pathologies as schizophrenia, depression, anxiety, criminal
behavior, hyperkinetic syndrome, memory disirders, premenstrual
tension, and many others have been linked to food intake.

Despite the keen interest in the effects of nutrition on the mind
and behavior, relatively little research has been done. The reason for
this dearth of research is not clear. This relationship bridges two
disciplines, nutrition and psychology, which have a nurber of
overlapping research areas, such as obesity and feeding behavior,
social and cultural determinants of food intake, neurotransmitter
metabolism, etc. In addition, the particular problems involved in
determining the effect of nutrition on behavior do not require unusual
or costly techniques for solution. Why then has research not proceeded
in this area of science at the same rate that it has in other areas
that interface nutrition and psychology? The answer, we believe, is
that scientists in general don't really believe that food can affect
their minds and their behavior.

The reason most scientists don't believe nutrition can affect the
mind is twofold. First, most of the research published so far has
shown that even severe nutritional deficiencies produce only a minimal

alteration in comonly measured aspects of cognitive function. Second,
and perhaps more important, people (including scientists) are not
generally concerned about subtle influences on cognition. They know
from personal experience that going without breakfast doesn't have much
of an effect on their own thinking, except perhaps that they may be
preoccupied with food. It is difficult, therefore, to convince people,
particularly scientists, to study a phenomenon that they intuitively
don't believe and moreover appears to be weak at best. Tenure is not
obtained by trying to publish studies claiming "no effect."

One major exception to this lack of interest in the possible subtle

effects of nutrition on behavior is the military. They are very
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concerned with the need to understand the conditions that will optimize

the performance of their personnel. It is therefore not surprising

that the most enlightening research that has been or possibly ever will
be done in this area was sponsored by the U.S. Army. Most of what we

know today about the effects of calorie and vitamin restriction on
adult behavior and physical performance was obtained through research
sponsored by the military.

However, before discussing these and other data about the effects

of malnutrition on adult behavior, we would like to review briefly the
effects of dietary restriction on th cognitive development of

children. More is known about the effects of malnutrition on the
cognition of children than of adults, and in fact many strong
similarities exist between the fiidings for these two groups.

NUTRITION AND THE COGNITION OF CHILnlWN

The reason that the effects of nutrition on cognition have been

studied much more intensely in childrnn than in adults is that adult
cognition is greatly influenced by the conditions that existed during

childhood. Events during childhood that interfere with the development
of intelligence may permanently limit the potential productivity of the
adult--a link that therefore has important ramifications not only for
the individual, but for society as well.

Perhaps the most serious question relating the effects of nutrition
to cognition in children is whether malnutrition suffered early in life

permanently limits adult intelligence (see Levitsky and Strupp, 1Q85,

for a comprehensive review). The question was raised because clinical
observations reported in the early 1960s suggested that malnourished
children in certain parts of the wor-d were showing signs of delayed

intellectual development. These etervations were coupled with the
results of laboratory research demonstrating that much of the decrease

in brain size caused by malnutrition was not reversed with nutritional
therapy. It was not difficult for many to jump to the conclusion,
therefore, that the developmental lags observed in malnourished
children would be permanent.

Does malnutrition cause permanent mental retardation? The answer

seems to depend on the kind of environment in which the children are
raised. Malnourished children raised in impoverished environments in

which there is a peucity of intellectual stimulation and educational
encouragement show substantial deficits in IQ. In contrast, previously
malnourished childven raised in environments in which educational
achievement is highly valued show almoRt no permanent effects of the

poor nutrition on intelligence.

Understanding how the child's envirounment can modulate the effects

of malnutrition on intelligence can teach us a great deal about how
poor nutrition may be expected to affect adult cognition. There is
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very little evidence from st.Zies on either animals or humans that even

very severe malnutrition impairs the ability to learn or remember

important environmental information. Apparently, the brain mechanisms
responsible for these cognitive processes are well protected against
the destructive effects of malnutrition.

Rather than impairing the ability to learn and retain information,

malnutrition seems to cAuse a deficit in the propensity of a child or

animal to actively acquire and process new information. Children, and

indeed all young mammals, accrue most information about their
environment on their own by being curious and exploring. In

educationally enriched environments, the child is constantly surrounded
by information that is important for intellectual development.

Unfortunately, in educationally impoverished environments, relevant
information and encouragement are not readily available and must be
actively sought by the child.

The major effect of malnutrition is to suppress the young mammal's
normal tendency to explore and acquire information about its
environment. This deficit in endogenously motivated learning would be

expected to have a greater effect on th2 development of intelligence in
children raised in educationally impoverished environments than in

educationally enriched environments simply because the acquisition of
educationally relevant information is left to the child to a much

greater degree in less-advantaged environments. Not only is the

environment of socially advantaged children more saturated with

educationally rejevant material, but the acquisition of that

information is more apt to be required by the parents. Thus, in an

educationally enriched environment, although the effects of
malnutrition may impair the child's endogenous mechanisms for acquiring

information to the same degree as those of a malnourished child living
in an impoverished environment, the deficit in the curiosity to acquire
information is compensated for by the increased amount of available
information and by the parents' encouragement and demands.

Besides inhibiting the child's curiosity to learn, malnutrition

also seems to impair the degree to which information is processed and

encoded. Children as well as adults sort, classify, and categorize
information before encoding it into memory. This degree of information

processing, which occurs spontaneously in well-fed children, appears to

be suppressed by malnutrition. It must be emphasized, however, that

malnourished children are fully capable of this degree of processing if

it is required by the testing situation; they simply don't engage in

the same depth of information processing when not forced to do so.

The cenclusion that has emerged from the study of malnutrition and

cognition in children is that although malnourished children are fully

capable of learning and processing environmental information, the normal

endogenous motivation for acquiring and processing that information is
inhibited by poor nutrition, but their basic ability to acquire and

process information seems to be unaffected.
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OBSERVATTONS OF COGNITION DURING FAMINE

In an excellent review of the literature on the behavior of humans
during famines, Keys et al. (1950) point out a common observation: no

matter what the cause of malnutrition, the response is a reduction of
spontaneous accivity, apathy, irritability, and depression. Blanton
(1919) made astute observations of German schoolchildren whose food
ration was limited during World War I. He observed no deterioration in

intelligence or school performance in children "of good breeding stock,"
or upper class, but the children of lcwer class showed rather marked

declines in school performance. The teachers complained that all the
children were frequently falling asleep in class, had difficulty
sustaining attention and working for long periods, and were more
restless and harder to discipline.

Fliederbaum et al. (1946) observed the effect of food restriction

on the Jewish population of the Warsaw Ghetto during World War II.
They emphasized the apathy and lack of interest these people had in

their surroundings. Chernorutskii (19tt3) also noted apathy, dulling of
emotions, and narrowing of intellectus! interests among the inhabitants
of Leningrad during a famine caused by the German blockade in World War
II. Dols and van Arcken (1946) commented on the behavior of the Dutch

people during food shortages of World War II: "The most striking
symptom of starving persons is their total apathy, in spite of the fact
that they often had lost their self control and were moat irritable."
Sorokin (1942), in reviewing the data from a number of famines, spoke
of food restriction as causing an impairment in creative thinking.

In almost every one of the 29 observations of a natural famine,
this same pattern of response had been observed: domination of all
thoughts by food, severely decreased activity, lack of interest in
anything (including sew) except food, and incrcased irritability. In
no situation was impairment in cognitive ability mentioned.

EXPERIMENTAL CALORIC RESTRICTION AND COGNITION

The first systematic investigation of the effects of dietary
restriction on mental functioning was done by Weygandt (1904). Despite
the universally reported changes in the behavior of people during a
natural famine, Weygandt found that fasting for 24 to 72 h had no
effect on perceptual speed (the length of time necessary to recognize
words), word association reaction time, or learning ability. Benedict
(195), in one of his classic studies of the effect of a 31-day fast on
a "professional" faster, noted that although the subject started the
fast "cheerful," he became progressively more "depressed." Benedict
noted, however, that his intellectual capacity and expressive powers,

as judged in conversations, did not seem to be affected.

Marsh (1916) measured the effects of a 1-week fast on himself and
his wife. He noted that his memory deteriorated with prolonged fasting
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while his wife's improved. Unfortunately, the lack of a control
practice period and the absence of statistics prevent any definitive

conclusion from Leing made. Glaze (1928) subjected himself, his wife,
and a professional faster to a 10-day fast and like the others before

him was unable to detect any deterioration in cognition as measured by
the ability to do mental arithmetic, name colnrs, and read letters
backwards.

The first as well as the most careful and comprehensive

quantitative study of the cognitive and behavioral effects of Caloric
restriction ever done was performed by Ancel Keys and Josef Brozek and

their associates at the University of Minnesota (Keys et al., 1950).
Brozek, a well-trained and methodical experimental psychologist, knew

all the problems of testing humans for long periods of time: practice
effects, declining ambition, monotony, and many others that plague and

could possibly confound long-term studies of behavior.

Following a 12-week control period during which 32 subjects were
trained on various tests of physical and mental performance, their diet

was reduced from 3,492 to 1,658 kcal/day, a reduction of 52.5%. This

period of caloric restriction continued for 24 weeks and resulted in a

24.2% reduction in body weight. The subjects were then studied for

another 12 weeks during the recovery period. All the performance tests

used were highly standardized and well accepted as sound tests of

cognitive and physical performance. Table I shows the tests that were

used.

All the subjects were well trained on each of the tests before they

started the semistarvation part of the study. The tests were also
administered during the rehabilitation period. In effect, the

experiment included baseline, treatment, and recovery periods.

Considering first the tests of sensory function, it was clear that

no change in visual acuity was observed during any part of the
experiment. The visual threshold at 100 and 1 fc (1,076 and 10.76 lx)

was not altered by semiscarvation. Fluctuations in perception of the
Necker cube also did not prove to be sensitive to the effects of

semistarvation.

Flicker fusion frequency thresholds were statistically affected.

The threshold dropped from 36.3 + 3.2 (SD) during the control period to

35.3 + 3.b by the end of the starvation period. A within-subject

comparison yielded a highly statistically significant effect

(F - 19.41; P >0.01). Unfortunately, the biological meaning of this

decrease is not known. The threshold does decrease with age (Brozek

and Keys, 1945; Simonson et al., 1941) and stress (Brozek and Keys,

1944). The authors, unconvinced of the biological importance of this
difference, calculated a displacement ratio by dividing the mear.

within-subject difference in threshold by the between-subject SD

obtained during the control period. The value they calculated, -0.31,

they considered "not impressive." They concluded that "changes in the
visual functions during the period of semi-starvation were either

absent or negligible."
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TABLE 1. Performance tests used by the Minnesota study

Function Tests used

Sensory functioi Auditory acuity (manual audiometer); visual

(determined by the diameter of the smallest
circle that can be seen at 15 ft.); flicker

fusion frequency

Perceptual fluctuations Necker cube fluctuation

Motor performance Psychomotor test battery (Brozek et al.,
1946b)

Strength standard handgrip and back-lift dynometer

Speed Pencil tapping

Coordination Pattern-tracing task

Intelligence Army General Classification Test; AVD scale;
Repeatable Test Battiry (Guetzkow and Brozek,
1947)

Learning Crossing-out 4's (crossing out the number 4
from a long series of numbers)

Personality Inte:-views by three psychologists; diaries;
MMPI; inventory of temperamental traits
kjuilford and Martin, 1943); self-ratings;
complaint questionnaire; man-to-man rating
(subjects rated each other); drive ratings

(food, sex, activity)

The effect of semistarvation on hearing acuity was quite different.

Not only was the effect statistically signi .icant, but contrary to

expectation, semistarvation actually caused an improvement in hearing.

This increase in hearing acuiLy occurred at almost every sound
frequency tested, including 128, 512, 2,048, and 4,096 cycles/a,

although the effect was not statistically significant at the higiest
frequency, 8,192 cycles/s. Hearing acuity returned to baseline atter

nutritional rehabilitation. Table 2 shows the results for one testing
frequency, 2,048 cycles/s. The a!thLzs reported that the subjects

frequently complained that their tolerance for loud noise, music, or
speech was lowered during semistarvation.

One of th- most striking effects of semistarvation is the decrease

in muscular strength and endurance. Siatistically significant decreases

I
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TABLE 2. Hearing loss! during Minnesota study

S

Hearing loss (dB),

Period Mean + SD (n - 32) P

Control 0.58 + 5.89

Semistarvation -4.36 + 4.92

Changet -4.94 + 4.05 7.36 0.01

Change during 5.75 + 4.42 6.90 0.01

recovery.

lHearing loss as measured by a Maico D-5 audiometer at a
frequency of 2,048 cycles/s.

tIndividual-change scores from end of control period to
end of semistarvation period.
cindividual-change scores from end of semistarvation
period to end of recovery period.

due to semistarvatijn wer found in hand dynometer, back dynometer, leg
reaction time, grows body reaction time, manual speed, tapping speed,
and pattern tracing measurements.

Although all the behavioral measures described so far involve neural
systems, the major question we want to address is whether semistarvation
affects cognition. As indicated in Table 1, the Minnesota studies used
thvee different asses'sments of cognitive performance; the Army General
Classification Test, the Completions, Arithmetic, Vocabulary, and
Directions (CAVD) scales, and the Repeatable Test Pattern, although only
the latter two were used during the period of semistarvation and
recovery. In addition, a crossing-out test was used to analyze the
rate of learning. All subjects were well practiced during the control
period.

Before discussing the s:ales, it may be instructive to obtain a
glimpse of the researchers' impression of whether semistarvation
affects intellect and cognition. The authors (Keys et al., 1950, pp.
859-860) state:

According to our clinical impressions, the intellective

capacity was essentially unchanged. Throughout the stress the
subjects talked intelligently, though with decreasirg speed,
and appeared to think clearly. Memory disturbances and a

- - decrease in expressive power were only rarely encountered and
did not seem to go beyond the range of normality. Quantitative
tests of intellective performance were used to supplement the

clinical judgment.

I .
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Indeed. Imost none of the tests of mental function taken during
the period . semistarvation showed a statistically significant change
from the control period. The Repeatable Test Battery of intellective
functions is made up of six subscales, none of which show an effect of
starvation. These scales include flags (a test of the perception of
spatial relations), first letter (examines word fluency), word-number
recall (measures memory), multiplication (,easures number facility),
letter series (examines inductive reasoning), and number checking
(examines perceptual speed).

The results of th CAVD test of intellective functions, howev--,
were a bit different (Table 3). The CAVD scale was developed by L.L.
Thorndike, the famous psychometrician at the Institute of Educational
Research of Columbia University, and contains several different forms.
To control for any practice effect, different forms were used at each
of the three test periods: control, after 12 weeks of semistarvation,
and after 24 weeks of semistarvation. The only scale tnat was not
affected by starvation was the completion scale. In the .ompletion
test, the subject was required to supply words to a senteice to make it
true or false.

The arithmetic scale required logical reasoning and computation.
The vocabulary scale tested the ability of the subjects to choose among
various synonyms of a given word. The directions scale examined the
"ability to understand corrected discourse."

TABLE 3. CAVD test of intellective functiona

Scores (mean + SD)

Test C S12 F S24 F

Completions 32.6 + 7.7 32.9 + 7.3 0.17 32.6 + 7.6 0.00

Arithmetic 32.9 + 10.4 36.7 + 11.3 15.04- 35.9 + 11.0 21.68!

Vocabulary 29.8 + 8.3 32.1 + 7.1 8.59! 32.1 + 6.8 8.02b

Directions 35.6 + 5.0 43.1 +.7.4 1.93 32.9 + 6.2 15.63-b

!Scores for subtests and total raw 3cores were calculated during the
control (C) and after 12 and 24 weeks of scmistarvation (S12 and S24, 4
respectively). F was calculated on the basis of within-subject effect.

bp < 0.01.



89

Thus, contrary to the rather definitive conclusion that the

Minnesota researchers reached, their data contain suggestions that at

least some aspects of cognition may be alfected by semistarvation.
However, the cognitive effects they did observe, although statistically

significant, were very small--approxim'tely a 7Z decrease after 24
weeks of semistarvation. Moreover, performAnre on one of three scales,

the vocabulary scale, actually improved rather than deteriorated with

starvation.

One final cognitive test was performed by the Minnesota

researchers--the test of crossing-out 4's. This test examined the

learning of a number cancellation problem and was given at the End of

the 24 weeks of starvation and again at the end of 18 weeks of

rehabilitation. No differences were observed in the rate of learning

this task. The researchers concluded that "this fits in with the other

test resdits and with the clinical observations and increases our

confidence that 'intelligence' was not adversely affected by the

reduction of food intake and the consecutive decrease in body weight."

Although neither the clinical psychologists nor the cognitive tests

could detect any evidence of deterioration in mental ability, the

subjects all believed that they were worse off. "As semi-starvation

progressed in the Minnesota Experiment, complaints of inability to

concentrate for any period of time and of difficulty in developing

thoughts became numerous. By the end of the semi-starvation period a

large proportion of the men felt that their judgment had been

iwapaired. They reported further that their general alertness and

comprehension had declined."

Moreover, contrary to the tests of "intellective functions," tests

of personality, particularly the Minnesota Multiphasic Personality

Inventory (MMPI), consistently showed statistically significant changes

in the personality of subjects during the period of caloric

restriction. The major changes in MMPI measures can be seen in Table 4.

Of the scores, the greatest changes were found with the scales of

hyperchondriasis, depression, and hysteria. These scales place a great

deal of weight on )hysical complaints, bodily preoccupation,

hypersensitivity, emotional shallowness, and lethargy (Dahlstrom and

Welsh, 1960), all of which are undoubtedly increased during the

extended period of semistarvation.

Two other personality tests were administered, the Rosenzweig

picture-frustration test and the Rorschach test. Neither test detected

any significant effect of caloric restriction (Franklin and Brozek,

1949).

.4i



90

TABLE 4. Scores on MMP12

Scores (mean + SD)

Scale Control S12 S24 F R12

Hyperchondriasis 45.7 + 3.4 58.2 + 7.1 63.0 + 6.7 110.1 _ 54.1

Depression 54.2 + 6.5 64.8 + 7.2 73.9 + 8.2 109.6! 65.7

Hysteria 59.0 + 6.1 65.8 + 7.1 70.0 + 8.2 52.2t 64.9

Psychopathic 52.2 + 7.5 53.0 52.9 + 6.5 0.3 53.0

deprivation

Masculinity- 69.8 + 10.3 68.0 66.9 + 8.1 6.4 66.9
femininity

Paranoia 53.5 + 5.0 53.4 54.1 + 5.9 0.3 53.2

Psychastenia 45.7 + 7.4 46.8 51.9 + 7.7 21.1k 49.1

Schizophrenia 47.5 + 7.5 49.2 55.1 + 8.9 43.2A 48.5

Hypomania 51.0 + 7.1 50.2 51.4 + 8.7 0.1 50.6

!Scores were obtained during the control period, after 12 and 24 weeks
of semistarvation (S12 and S24, respectively), and after 1, 6, and 12
weeks (R12) of recovery.
bp 0.01

!_ <0.05

Although it was not measured directly, the Minnesota researchers

remarked throughout their monograph that during the period of
semistarvation the subjects became extremely depressed, apathetic, and
irritable. As mentioned eirlier, others have noted this kind of
behavioral change during natural famines: Markowski (1945) in

semistarved prisoners of war and Dols and van Arcken (1946) in the
semiatarved victims of the Dutch famine during World War II. The
Minnesota researchers were so impressed by the changes induced by the
semistarvation that they stated, "Perhaps the outstanding feature in
both famine and the Minnesota experiment is depression and apathy"
(Keys et al., 1950, p. 907).

VITAMIN DEFICIENCY AND COGNITION

A profile remarkably similar to that observed with caloric
restriction has been seen with vitamin deficiencies. Spies et al.
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(1943) noted that patients suffering from pellegra complained about

difficulty in concentration, memory, and comprehension. A similar

observation was made by Wilder (1944).

In one of the tirst experimental studies of tho effects of vitamin

B complex restriction on cognition in humane, O'Shea et al. (1942)

observed a deterioration in the rate of learning various maze tasks

after vitamin deficiency and a recovery in the maze-learning rate after

vitamin restoration. Sebrell (1943) also noted disturbances in

cognition with experimentally induced vitam:n B deficiencies. He

reported that advanced deficiency led to disturbances in memory,

clouding of consciousness, and disorientation. Unfortunately, these

findings were based on clinical impressions rather than quantitative

measurements.
/

The first study of vitamin deficiency and behavior by the Minnesota

group examined the effect of riboflavin. The period of deficiency

lasted only 12 days, and no effect was observed in perceptual-motor

tasks, visual perception, or btrength measures (Keys et al., 1944).

More recently, Sterner and Price (1973) studied the effects of a diet

low in riboflavin by using a battery of psychomotor and cognitive

tests. The study used a 14-day control period, a 56-day depletion

period (0.07 mg of riboflavin per day), and a 14-dav recovery period.

The behavioral tasks included a brightness discrimintion task and an

Ortho-Rater task to measure visual perception and acuity, the Crawford

Small Parts Dexterity Test (CSPDT), a hand dynometer, a pursuit motor

task, a test of reaction time, the Wechsler Adult Intelligence Scale,

the MMPI, and the Rorschach inkblot test. These researchers were

unable to observe any effect of riboflavin deficiency on any of the

measures of psychomotor performance or in any of he intelligence

scales. However, they did find large changes in the MMPI, but not the

Rorschach test: increases in hyperchondziasis, depression,

psychopathological deviancy, and hypomania. Notice the increase in the

scale of depression (Table 4).

In a study of the effects of a diet low but not deficient in total

B vitamins on psychomotor and cognitive performance, Keys et al. (1945)

also could not find any detectable effect on the speed of repetitive

motor responses, whole-body reaction time, pattern tracing, speed and

accuracy of a motor coordination task, critical flicker fusion

frequency, or perceptual thresholds for pressure or vibration.

Moreover, no effect of the restriction in B vitamins could be found in

tests of cognition with the Porteus maze or in personality as measured

by the MMPI and Cattell Cursive Miniature Situation Personality Test.

The effects of an acute deficiency were a bit different. Although

no effect of an acute deiiciency in B vitamins was observed on any of

b Lhe tests of strength, a clear deterioration in psychomotor

coordination was found, which recovered after 10 days of rehabilitation

(Brozek et al., 1946b). Besides a sharp increase in complaints by the

subjects due-primarily to the appearance of anorexia and nausea after

10 days on the deficient diet, significant increases in MMPI scores
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were observed on the scales for hyperchondriasis, depression, and
hysteria, the same three scales that were affected by semistarvation
(Keys et al., 1950).

Berryman et al. (1947) performed a study similar to that of Brozek
et al. (194bb) in which they examined the effect of a diet restricted
in B vitamins on performance. Unlike the Minnesota group, Berryman et
al. could not find any evidence of deterioration in psychomotor
performance even after 18 weeks on the restricted ration. However,
they did note a decrease in physical performance as well as an increase
in hysteria, depression, and hyperchondriasis on the MMPI (Henderson et
al., 1947).

Brozek et al. (1946a) observed that the increase in hysteria,
depression, and hyperchondriasis scores brought about by an acute
deficiency of the B vitamins could be almost totally reversed by

administering thiamine. This finding sugge..ts that the "neurot's
triad" is cau.1ed by thiamine depletion and not by lack of the other B
vitamins. This s, 3gestion is supported by the observation of Williams
et al. (1940) that depression and emotional instability were quite
evident in subjects made thiamine deficient.

B vitamins are not the only nutrients that seem to affect
behavior. Wilter et al. (1946) observed pPtients suffering from
clinical scurvy. They reported that many of the patients were

disoriented and depressed. Cutforth (1958) observed a similar picture
in patients suffering from scurvy, but was most struck by their
profound lethargy, apathy, and depression.

The first and only attempt to quantify the behavio:al changes that

accompany experimentally produced vitamin C deficiency was reported by
Kinsman and Hood (1971). They ibserved that .'ter a prolonged
deficiency of ascorbic acid, physical pertormance decreased as measured
by the Fleshman Physical Fitness test battery, but there was no

deterioration in cognition as measured by several tests. However, like
semistarvation and B vitamin deficiency, a vitamin C deficiency
produces increases in the neurotic triad scores, as indicated by an
increase in hyperchondriasis, depression, and hy cerii in the MMPI.

DEPRESSION AND COGNITION

The results of the studies described so far seem to suggest that
prolonged nutritional deficiencies have very little effect on
intellectual abilities. Therefore, can we conclude that cognitive

function is not impaired even if an individual is poorly nourished?
Based on several lines of indirect evidence, it seems that the answer
is no.

At the outset it is important to distinguish between cognitive

ability, as assessed under laboratory conditions, and the spontaneous
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mental activity that characterizes an individual in daily life. The
distinction was emphasized by Keys et al. (1950) to explain the marked
contrast between the unimpaired test performance of the men during
starvation and their striking apathy and the decrement in their
"self-initiated mental activities" scores. Although these starved men
were generally capable of normal intellectual functioning when they
were in the testing situation and encouraged to perform well, they
seemed totally uninterested in the intellectual activities that had
previously been important to them.

In animal studies, too, it seems clear that malnutrition may
differentially affect an animal's ability to learn and its propensity
to acquire information (Strupp and Levitsky, 1983). Specifically,
malnourished animals show unimpaired learning ability when learning is
required to meet basic needs while showing profound deficits in
learning when information is available but unnecessary for itmediate
survival or comfort. They seem capable of learning when they are
forced to do so, but do not spontaneously acquire information to the
same extent as do well-nourished animals when not forced.

It seems fair to concluda that even if nutritionally deficient
subjects are able to perform adequately on structured tests in a formal
testing situation, they may not be functioning optimally in their
day-to-day life. This possibility is also suggested by the profound
mood changes that have universally been found to accompany prolonged
nutritional deficiencies--in particular, depression. In fact, many of
the subtle but consistent cognitive changes that have been reported in
experimental deficiency studies are qualitatively very similar to those
that are characteristic of clinically depressed patients, although
perhaps less severe.

Overall there does seem to be a correlation between severity of
depression and degree of cognitive impairment in hospitalized depressed
patients (e.g., Stromgren, 1977). However, similar to poorly nourished
individuals, depressed patients are able to perform normally on the
majority of cognitive tests in formal testing situations. In fact,
many investigators have commented on the striking disparity between the
profound affective changes seen in these patients and their relatively
minor cognitive deficits (Friedman, 1964; Kendrick and Post, 1967).

However, it has also been noted that the performance of depressed

patients in these testing situations may not be a good predictor of
their cognitive functioning in life outside the testing situation. For
example, Colbert and Harrow (1967) observed that although a group of
depressed patients demonstrated no psychomotor retardation when tested
aftir their admission to the hospital, there had been profound
coglitive retardation (e.g., impairment of initiative, reduction in
concentration, retardation in thinking) for 2 two weeks preceding
hospitalization. The authors stress that except for severely depressed
patients, most can "mobilize themselves" in these structured testing
situations. Other studies of depressed patients have also empha-icd

................................
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that under the conditions of active support and encouragement usually

present in these situations, these patients can achieve normal
cognitive -erformance, often in contrast to the level of cognitive
functioning in their daily life (e.g., Strompren, 1977). In light of

the depression that seems to accompany nutritional deficiencies (albeit

minor in comparison to the depression suffered by many of these
patients), it seems likely that here too there may be a disparity
between the test performance of these individuals and their cognitive

functioning under less structured conditions.

As noted above, although the cognitive deficits observ-d in
clinically depressed patients are minor in comparison to the severity
of their atfective disorder, these patients do seem to be impaired

cognitively compared with both normal controls and with themselves in a
nondepressed state (e.g., Henry et al., 1973; Stromgren, 1977;
Weingartner et al., 1981). However, studies that have tried to specify
the type of cognitive impairment associated with depression have
revealed that the deficit is rather specific and does not show up on
all cognitive tasks.

The parameter that seems to be important in predicting the

cognitive performance of depressed patients is the amount of effort
required to perform optimally on the tasks. Scores on cognitive tasks

that can be accomplished relatively automatically do not distinguish
between control subjects and depressed patients. In contrast, tasks
that require sustained effort and elaborate encoding for optimal
performance do reveal cognitive deficits in these patients.

For example, in one recent study, depressed patients were asked to
listen to and remember different word lists that ddffered both in the
relatedness of the words in the list and in the clustering of the
related words. Specifically, there were seven different 32-word

lists: one list of random (unrelated) words; two lists that each
contained two sets of 16 related words (e.g., 16 fruits and 16

vegetables); two lists that each contained words belonging to four
categories; and two eight-category word lists. One of the two-category
lists clustered each category together (AAA.... BBB), while the other
was unclustered (ABBABA...). Similarly, there was both a clustered and
an unclustered version of the four- and eight-category word lists.

The depressed patients did not differ from the control subjects in

recalling the lists that were highly organized and in which the
organization was shown by obvious clustering. However, these depressed
patients recalled significantly fewer words when the organization of
the words was not obvious (unclustered lists). The results indicated
that even if the related words were not clustered together, the
controls were able to take advantage of the relatedness of the words
and impose organization on the lists. In contrast, the depressed
patients seemed to be forming nontransformed copies of the lists

presented and therefore were only able to take advantage of the
relatedness of the words in the clustered lists.

.€ . - . r
"
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*rhis task and others like it (Cohen et al., 1982; Weingartner et
al., 1981) suggest that when subjects must impose structure or use
elaborate encoding strategies to perform well, depressed patients
perform more poorly than controls.

In addition, depressed patients have been found to be impaired in
cognitive tasks that require sustained concentration (e.g., Friedman,
1964). For example, in two different tasks (reaction time to a light

signal and a task re!quiring a response shift), Friedman found that the
depressed subjects were only impaired on the last trial of each test,
strongly suggesting a fatigue or sustained-attention effect. Tests
that primarily assess psychomotor speed, such as reaction time tests
and the digit-symbol test, have also revealed deficits in depressed
subjects.

That fatigue and psychomotor retardation are associated with
depression does not seem surprising. These findings are consistent
with those of Cohen and his colleagues (1982) that a significant

correlation existed between the performance of depressed patients on
certain cognitive tests and their muscular strength as assessed with a
dynometer. These euthors interpretLd the results as indicating a
deficit in effortful processing. The reduced dynometer performance
generally found in subjects with nutritional deficiencies might also be
associated with this type of cognitive deficit.

In summary, the cognitive functions that seem to be specifically
altered in the depressed state include the initiation of intellectual
activities in oaliy iife, eftortful ana elabordLe et.coding strategies
(information seems to be only superficially proceised), and psychomotor
speed and sustained concentration. Several points, however, should be
stressed about the cognitive alterations associated with depression.
First, although significant, the reported deficits are generally
small. For example, even in one study that found highly significant
correlations between the scores on several psychological tests and the
severity of depression, the correlation coefficients ranged from 0.15
to 0.46. Only 2 to 21% of the variation in test performance could be
attributed to the severity of the depression (Stromgren, 1977).
Second, the cognitive deficits seem to be rather specific and only show
up on a minority of cognitive tasks. For example, in one investigation
in which 82 test scores were reported (33 cognitive, perceptual, and
psychomotor tasks), only 8 revealed significant differences between the

psychotically depressed patients and normal controls (Friedman, 1964).
As noted above, these latter scores primarily reflected deficits in
sustained concentration, effortful processing, and psychomotor speed.
Many investigators have found that depressed patients are not impaired

on typical intelligence tests. Since most of the experimental
deficiency studies have used such tests rather than those that have

been shown to be sensitive to depression, our contention that
nutritionally deficient subjects may not be cognitively normal despite
the apparent lack of deficits has some support.

. .. . - .I.. . -/ . l
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If depression does alter specific cognitive processes, it might be
asked why the subjects who experienced nutritional deficLencies (and
who were depressed) were not generally found to be cognitively
impaired. There are several possible contribuLing factors. First, as

noted above, perhaps the most appropriate tests were not used. This
comment pertains to both the tpe of formal tests chosen and the
possible fallacy in extrapolating from cognitive performance in
structured test situations to cognitive functioning in daily life.

This last aspect may be particularly pertinent in light of the active
encouragement during the testing in the experimental deficiency

studies. This factor may partly explain why these subjects were not as
impaired as some clinically depressed patients (for whom the degree of
tester involvement seemed to vary greatly from study to study).
Certainly this factor may also explain Brozek's distinction between

mental ability and mental activity.

Second, in the experimental deficiency studies the subjects were
highly practiced on the cognitive test battery specifically to abolish
practice effects. This procedure may well have overcome the cognitive

effects of the depressic,, and certainly is in marked contrast to the
methodology of the depression studies, in which subjects were not
generally practiced at all.

Finally, these experimental subjects were surely not as severely

depressed as the patients who participated in the depression studies.
However, even if the cognitive changes associated with depression would
therefore be expected to be less severe under conditions of nutritional
deficiency, these types of cognitive changes would be expected to
r.sult.
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I -COGNITIVE EFFECTS OF CHOLINERGIC DRUGS

Myron F. Weiner and Kenneth L. Davis

4
Recent investigations of cholinergic pathways and !unction in the

central nervous system have shed much light on the physiological basis

of learning and memory and have also illuminated certain aspects of

Alzheimer's disease.

Acetylcholine (ACh), the neurotransmitter of the cholinergic

system, is found in both central and peripheral ne-vous system tissue.

Its muscarinic e.fects are due to its action at postganglionic

parasympathetic nerve endings on smooth muscle, cardiac muscle, and

endocrine glands. It is the chemical mediator at all autonomic

ganglion synapses, at the motor fiber terminals at skeletal muscle

neuromuscular junctions (its nicotinic effect), and at various sites

within the central nervous system (C th, 1984).

Cholinergic pathways have been well delineated in rat brain (Fig.

1), but are less well known in humans because ACh is rapidly hydrolyzed

and is therefore not readily detectable in human postmortem specimens.

In humans, ACh activity is usually inferred by choline

acetyltransferase (CAT) activity (Davies, 1978).

SYNTHESIS AND DEGRADATION

ACh is synthesized by nerve cell bodies and terminals in a reaction

catalyzed by CAT (Cooper et al., 1982), as shown:

acetyl coenzyme A + choline " ACh + coenzyme A

At nerve terminals, about half the ACh is found in synaptic

vesicles and half is found in the synaptosomal cytoplasm. It has been

suggested that as nerve cells are depolarized, vesicles near their

tecminals fuse wit.. the presynaptic cell membrane and ACh is released

into the synaptic cleft, where it changes the ion permeability of the

postsynaptic receptor. In the synaptic cleft, ACh is rapidly

hydrolyzed by the membrane-bound enzyme acetylcholinesterase, as

indicated below.

ACh - acetate + choline

101
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I,, . M LDT

MaPo AmCu

Am amygdala IPN interpeduncular nucleus
BM nucleus basalis magnocellularis Lh lateral hypothalamus
Cu nucleus cuneiformis LDT laterodorsal tegmental nucleus
DbH horizontal limb of the nucleus of MaPO magnocellular preoptic nucleus

the diagonal band OB olfactory bulb
DBv vertical limb of the nucleus of PB parabrachial nucleus

the diagonal band Th thalamus
Ha habenular nuclei VTA ventral tegmental area
Hi hippocampus

FIGURE 1. Cholinergic central nervous system tracts. (From
Cooper et al., 1982; adapted from Fibiger, 1982.)

The choline producs'd by this process is available for reuptake into the
presynaptic neuron (Seiden and Dykstra, 1977), as indicted in Fig. 2, which
illustrates a hypothetical cholinergic terminal. The rate-limiting step in
ACh synthesis is the transport of choline into cholinergic terminals by a
high-affinity uptake system (Simon and Kuhar, 1975).

Release of ACh from the presynaptic neuron is blocked by botulinum
toxin and Mg2+. Central muscarinic receptors are blocked by atropine,
scopolamine, and quinuclidinyl benzylate, whose tertiary amine structure
allows them to penetrate the blood-brain barrier. Other similarly acting
anticholinergics do not pass the blood-brain barrier. Acetylcholinesterase
is inhibited centrally by physostigmine (reversibly) or irreversibly by
diisopropyl fluorophosphate (Cooper et al., 1982).

AUGMENTATION OF CHOLINERGIC FUNCTION

Cholinergic transmission can be affected presynaptically,
postsynaptically, or in the synaptic cleft itself. The synthesis and

i p
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Fresynaptic Acetyl CoAChli

;holtnergic Chohn

receptors V Chone Ca+ /
Acetylcholine /

li Synaptic cleft
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•o g Chol;nesterase
Gholinergic
receptors

FIGURE 2.. Cholinergic nerve terminal. Depicts the synthesis,
storage, and release of ACh, hydrolysis by

cholinesterase, and action on effector ;ell and

presynaptic cholinergic receptotc. (From Goth, 1984.)

release of ACh may be facilitated presynaptically under certain
conditions by supplying precursors, such as choline and phosphatidyl

choline (lecithin) (Cohen and Wurtman, 1976; Wecker et al., 1978), and
celeasers, such as aminopyridine (Glover, 1982). Postsynaptically,

direct receptor antagonist.; such as arecoline and oxotremorine can be
employed. The most Pffective mechanism is binding of cholinesterase,

which blocks enzymatic degradation of ACh. Physostigmine and
tetrahydroaminoacridine (THA) are used for this purpose. Physostigmine

has an affinity for cholinesterases that may be 10,000 times greater
than that of ACh (Goth, 1984). After combining with these enzymes, it

gradually becomes dissociated and is inactivated.

The effects of physostigmine on mental functioning are complex.

They are strongly dose related and are influenced by effects on other
organ systems. To block the peripheral effects of physotigmine,

methscopolamine bromide (which does not cross the blood-brain barrier)
is usually administered in a dose of 0.5 to 1.0 mg subcutaneously

before physostigmine is administered (Davis et al., 1976).

Administered slowly intravenously or given intramuscularly,

physostigmine is a specific antidote for the central and peripheral
effects of anticholinergic intoxication (Duvoisin and Katz, 1968). The

experiments of Ketchum et al. (1973) suggest doses of about 1 mg for

every 3 mg of atropine or 0.33 mg of scopolamine. THA is also

effective in doses of 0.5 to 1.5 mg/kg intramuscularly or intravenously
(Granacher and Baldessarini, 1975).
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ANTICHOLINERGIC DRUGS AND MEMORY

Anticholinergic drugs have been known for centuries to produce

delirium, whether taken accidentally (Morton, 1939), as part of

religious rites (Benedict, 1959), or recreationally (Goldfrank and

Meliek, 1979). In the early years of this century, the specific

effects of centrally acting anticholinergics on memory were noted, and

in 1906 scopolamine was combined with morphine to produce the twilight

steep of obstetrical anesthesia (Gauss, 1906). More recently, closer

attention has been paid to the effects of scopolamine on different

aspects of memory that seem distinct from delirium or generalized

amnesia. In general, the findings (which are supported by studies in

nonhuman primates [Bartus, 19791) are specific impairment of memory by

low doses, with impairment of many aspects of cognitive function at

higher doses.

Scopolamine impairs mildly the retention of new information (digit

span) but markedly impairs delayed (20-s) recall, even after two

rehearsals, at a dose of 10 pg/kg (Safer and Allen, 1971). The effect

was not a function of drowsiness, which occurred at low doses, and was

supervened by excitement at higher doses. Visual hallucinations

occurred in these subjects, who were healthy young men, at total doses

as low as 0.53 mg. At a total dose of 0.89 mg, more than half the

subjects were hallt inating.

It was later found that small doses of scopolamine (beginning at 5

Ug/kg) and atropine (beginning at 32 pg/kg) impaired imnediate recall

and slightly delayed recall (Ketchum et al., 1973). Many subjects in

this later study could not repeat short sentences or number sequences.

The authors also noted impaired attention, loss of abstracting ability,

a tendency to lose track of time, and little awareness by subjects of

their degree of impairment. Instead of acknowledging their deficits,

the subjects found excuses for their poor performance. Hallucinations,

disorientation, and incoherence appeared at a 152-pg/kg dose of atropine

and a 20-pg/kg dose of scopolamine. There was a regular progrCssion of

effects at these doses. At first, tachycardia and dry mouth were most

conspicuous. Later, there was somnolence, restlessness, ataxia,

incoordination, hyperreflexia, hyperthermia, and hypertension.

Overlapping this stage were disruption of awareness and inability to
pay attention, to carry out instructions, to speak coherently, or to

interpret stimuli realistically. These effects lasted 6 to 8 h after

scopolamine and 10 to 12 h after atropine administration.

Other studies have consistently shown that immediate recall is

little impaired (Atkinson and Shiffrin, 1971; Ghoneim and Mewaldt,

1975), but when new material cxeeding the capacity of bslort-term memory

is to be learned, performance is markedly impaired (Drachman and

Leavitt, 1974; Ghoneim and Mewaldt, 1975). Therefore, the ability to

store new information in long-term memory is most disturbed by a
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decrease in cholinergic activity (Mohs and Davis, 1983). Using large
doses of scopolamine (I mg subcutaneously) accompanied by equal dose.
of subcutaneously administered methscopolamine, Diachman and Leavitt
(1974) also demonstrated that the memory impairment produced in healthy
young adults resembles that of mildly memory-impaired elderly subjects:
a reduced ability to store new material in !uLg-term memory, with
relative sparing of recall and retrieval from long-term memory.
Drachman (1978) later showed that drug effects were not due to sedation
and were relatively specific to cholinergic transmission. They were
reversed by physostigmine, but not by D-amphetamine.

RELATIONSHIP TO ALZHEIMER'S DISEASE

Alzheimer's disease is a dementing illness of unknown etiology,
which may occur as early as the fifth decade of life. It does not
appear with great frequency until the seventh or eighth decade, during
which time the overall risk of dementia is about 1% per year of age
(Mortimer et al., 1981a). It is estimaLed that a person living to 85
years of age has a I-in-5 risk of severe dementia (Mortimer et al.,

1981b). Alzheimer's disease accounts for at least half of all cases of
dementia in the latter years (Tomlinson et al., 1970).

Although Alzheimer's disease was formerly thought to be a
concomitant of normal aging, it has become apparent that the dementia
of this disease is not the result of generalized brain deterioration,
but of the loss of specific neurons and neurotransmitters, especially
cholinergic transmitters (Bowen and Davison, 1974).

Postmortem studies have shown that Alzheimer's disease patients have
greatly reduced CAT activity in the hippocampus and cortex compared with
age-matched controls (Davies and Malone-,, 1976). A correlation between
decreased CAT activity, number of senile plaques, and severity of
dementia has also been established (Perry et al., 1978). Reduced spinal
fluid ACh has alsi b-en demonstrated in Alzheimer's disease patients,
the reduction in ACh corresponding to the degree of dementia (Davis et
al., 1982b).

An important breakthrough came with the discovery that there is
substantial loss of cholinergic cells in the nucleus basalis of Meynert,
a cluster of cells in the bubstantia innominata of the forebrain that

projects fibers diffusely to the neocortex and hippocampus (Whitehouse
et al., 1981). In addition, it has been found that brain receptors for
ACh are normal (White et al., 1977) or only slightly reduced (Peisine
et al., 1978) in number. The finding of a dramatic and selp:tive loss
of cholinergic cells in patients with Alzheimer's disease togcther with
the known effects of anticholinergic drugs on m. mory have prompted
investigations of the extent to which anticholinergic drugs mimic in
humans all of the symptoms of Alzheimer's disease. One recent study
(Mohs et al., in press) indicates that, although 0.43 mg of scopolamine
substantially impairs storage of information into long-term memory, it
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has no effect on word-finding ability or constructional praxis, rwO
aspects of cognition known to be impaired in early Alzheimer's disease

(Rosen, 1980).

The superficial resemblance of cholinergic dysfunction in
Alzheimer's disease to dopaminergic dysfunction in Parkinson's disease
led to the suggestion that Alzheimer's disease might be treated by

replacing the missing neurotransmitter or its precursor. Although

studies have shown that increases in dietary choline or lecithin
increase ACh levels in the brain (Haubrich et al., 1975), choline or
lecithin administration does not affect memory in young adults,

nondemented elders, or persons with Alzheimer's disease (Johns et al.,
1983). However, pretreatment with 8 g of choline orally caused a small
decrease of scopolamine-induced impairment of a v3rbal learning task
when 0.43 mg of scopolamine was administered Fu~cutaneously (Mohs et
al., 1981).

Reasoning that precursors might only increase ACh in presynaptic

neurons, it was thought that choline might be more helpful if it was
added to a substance that facilitates ACh release, such as piracetam
(Wurtman et al., 1981. When lecithin was combined with piracetam,
neglible improvement in memory occurred (Friedman et al., 1981).

MEMORY ENHANCEMENT BY CHOLINESTERASE INHIBITION

The cholinomimetic drug physostigmine, in addition to reversing the
memory impairment produced by anticholinergics (Granacher and

Baldessarini, 1975), also affects memory function in drug-free humans
and laboratory animals. The effects are not linear, however, and have

been shown in rats to depend on the interval between learning and drug
administration and retrieval (Deutsch, 1971) and on finding an optimal
dose within a very narrow range (Bartus, 1979).

When normal human subjects were administered doses of 1.5 to 2.0 mg

of physostigmine intravenously over 20 min, they became lethargic and
expressionless, had decreased spontaneus movements and speech, and

experienced difficulty in thinking (Davis et al., 1976". On testing,
impairment of short-term memory (measured by digit span forward and
backward) was evident compared with that of saline-infused controls.
These effects disappeared 90 to 120 min after cessation of physostigmine

infusion. No difference was o' ",rved between the physostigmine-treated
group and the controls on tests of consolidation 3f short-term memory.

In spite of having received prophylactic methscopolamine, almost all
subjects became nauseated, and several vomited. Davis et al. (1982a)
found that methscopolamine blocked the response of growth hormone to
this generalized stress response, but did not block cortisol or

vasopressin responses. Of additional interest is that two of the
subjects also became depressed and tearful.

N
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Risch et al. (1981) administered 0.022 jg of physostigmine per kg

(1.5 mg/70 kg after preliminary methscopolamine treatment) by
intravenous infusion over 10 min and found that the dose produced
profound dysphoria in hospitalized depressives. Doses of 0.033lig/kg

(2.3 mg per 70-kg subject) similarly administered to normals also
produced dysphoria, but it was less intense Lifan that experienced by
the depressives.

When Davis et al. (1978) reduced the test dose of physostigmine to
1.0 mg infused intravenously over 30 min (after pretreatment with
methscupolamine, 0.5 mg), the outcome was quite different.

Physostigmine significantly enhanced performance on a learning task
(recall of words presented 30 min after the infusion began) that
involved storing information in long-term memory, marginally increased
retrieval from long-term memory (recall of words presented 30 min

before infusion), and had no effect on short-term memory (digit span
and memory-scanning task). Although no subject showed decreased
performance after receiving physostigmine, there was great variability
of response between subjects. Thus, in humans, enhancement of memory
by physostigmine occurs at low doses but is not uniform.

Sitaram et al. (1978) found a similar response to the muscarinic

antagonist arecoline in healthy young adults. Using a 4-mg
intramuscular dose after pretreatment with methscopolamine, they found

improvement in categorized serial learning (learning a fixed sequence
of 10 words belonging to a familiar category such as vegetables or
fruits). The improvement was most marked in persons who had previously
shown the poorest performance. This group was also the most sensitive
to impairment by scopolamine. It was found that 6 mg of arecoline was
required to reverse the effects of 0.5 mg of scopolamine, suggesting
that arecoline is about one-fourth as potent as pnysostigmine in
reversing the central antimuscarinic effects of scopolamine.

There are significant problems with administering physostigmine and
arecoline. They are so rapidly metabolized that at present they must
be given by intravenous infusion or in frequent doses by mouth. In
addition, the memory-enhancing dose is very close to the dose at which

confusion and lethargy appear.

SUMMARY AND CONCLUSIONS

The cholinergic system is but one of many transmitter systems in

the central nervous system. Studies of central nervous system
cholinergic blockade suggest that the cholinergic system may be

important in the regulation of mood, in attention, and in learning and
remembering. Cholinomimetic drugs block the central effects of
anticholinergics. In normal persons, they enhance memory at low doses,
and at high doses lethargy, dysphoria, J impaired memory occur.



108

Because of the finding of reduced cholinergic function in

Alzheimer's disease, various strategies have been used to increase

cholinergic function, including the use of ACh precursors, muscarinic
antagonists, acetylcholinsterase inhibitors, and metabolic enhancers.

Some positive effects have been noted with acetyicholinesterase
inhibitors.

It seems clear that the cholinergic sy3tem is not the only system

involved in the encoding, otorage, and recall of information. For

example, vasopressin may have slight ameliorating effects on the memory

of Alzheimer's disease patients (Legros et al., 1978). On the other

side of the coin, Solomon et al. (1983) have shown that memory

impairment occurs with the use of methyldopa and propanolol in the
treatment of essential hypertension. In that study, there was

impairment of immediate and delayed recall of verbal memory items, but
visual memory was relatively unaffected. Thus, there are clear signs

that systems other than the cholinergic system will require
investigation if we are to better understand the mechanisms underlying

learning and memory.

!a
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COGNITIVE EFFECTS OF NOISE, HEAT, AND OTHER STRESSORS

Andrew Smith

One way of approaching the topic of the cognitive effects of noise,
heat, ane other stressors would be to draw up a list of studies that
have examined the effects of various stressors on different aspects of
cognitive performance and try to define the safe level of exposure to
each stressor. This atheoretical approach has typified the study of
some stressors, and many of the early results have been summarized by
Poulton (1970). This approach will now be illustrated by considering
the effects of heat on cognitive performance.

HEAT AND COGNITIVE PERFORMANCE

Before describing some experimental results, I must point out a few
obvious problems. What should be considered cognitive performance? It
is often difficult to separate cognitive processing from other types of
processing. This problem often arises in examining the effects of heat
on performance. A general conclusion from early heat research is that
extremes of hot or cold have a large influence on motor performance.
This in turn leads to an effect of these conditions on cognitive
performance, due to the subjects' making motor responses in the
cognitive tasks.

Several studies have been concerned with defining tolerable
temperatures for performing cognitive tasks. Sharma et ai. (1983) found
that above 32°C, mental alertness, associative learning, reaboning, and
dual-task efficiency were impaired. However, some studies have shown
that different tasks often show maximum impairment at different
temperatures (Wyon et al., 1979). Defining tolerable limitp is of
obvious practical vdlue, but it is difficult to compare different
stressors because we do not know what level of one stressor is
equivalent to a certain level of another (e.g., how many decibels are
equivalent to 32*C?), and this means that comparison will always be
imprecise.

We also know that specific features of a stressor are likely to be
crucial. Researchers have tried to determine whether the dry air

114
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temperature or the humidity level is more important. Experiments have
produced conflicting results on this issue, with Wing and Touchstone
(1965) showing that a change in dry air temperature alone can impair
recall and Allen and Fischer (1978) finding that an increase in humidity
is necessary to impair paired-associate learning.

The length of exposure to heat has also been shown to be important

in determining performance effects. Short exposurrs to hot conditions
have often been considered arousing, whereas longer exposures decrease
arousal. Hancock (1982) showed that there was an earlier heat
stress-related decrement in tasks that required a greatez resp:lase
complexity. However, many of the effects of moderate heat stress have
been shown to be variable, and this has made it uifficult to define
tolerable limits. Wyon et al. (1979) have also shown that heat-induced
impairment can often be counteracted by conscious effort.

This brief description of some of the effects of heat shows that
there are problems with the atheoretical approach. In the next section
I will try to provide a detailed profile of the effects of another
stressor, noise, and show that this approach has more to offer than one
that merely aims to define the boundaries within which a particular
stressor has little effect on performance.

EFFECTS OF MODERATE-INTENSITY NOISE ON PERFORMANCE

This review is limited to the effects of moderate-intensity noise
(70 to 90 dBA) on cognitive performance. Regular exposure to intense
noise should be avoided because of the risk to hearing, and there is
little point in considering the effects of these high levels on
performance. In general, moderate-intensity noise has little effect on
sensory-motor tasks (see Broadbent, 1979), and interest has recently
focused on the effects of this noise level on cognitive performance.
Most of the studies I will mention were laboratory studies of short
duration. However, the effects of prolonged exposure have been studied
in real-life settings, and an excellent example of this approach is the
study by Cohen et al. (1980) on the effects of aircraft noise on
schoolchildren.

The majority of Lhese experiments have used continuous white noise.
The nature of the noise is obviously very important, as can be seen in a
study comparing the effects of different types of noise on working memory
and semantic memory tasks (Smith, 1985a). Conglomerate, meaningful noise
impaired both tasks, intermittent white noise impaired the semantic
memory task but not the working memory task, and continuous white noise
had no effect on either task. It has also been shown that speech sounds
produce much greater impairment of recall of visually presented words
than meaningless white noise does (Salame and Baddeley, 1982). This
effect does not depend oi, the meaning of the speech, and it occurs eqen
when speech sounds in another language are used (Colle, 1980).

4
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One of the obvious effects of noise is that it masks auditory

signals. In cognitive tasks subjects often use subvocal rehearsal, and

it has been suggested that noise may influence performance by

interfering with this subvocal articulation. However, results from

experiments by Wilding and Mohindra (1980) argue against the idea that
noise interferes aith internal speech. They required subjects to

memorize a list of letters and found that noise improved recall, but
only if the letters were acoustically similar and only if internal

speech was allowed (in one condition, subvocal articulation was
suppressed by having the subject repeat the word "the" over and over).

If noise had masked internal speech, a harmful effect on memory would
have been expected, and this should then have disappeared when

articulatory suppression was added. Millar (1979) also studied the
effects of noise and articulatory suppression, and his rejults do not
suppozt the idea that noise masks internal speech.

Jones et al. (1979) studied the effects of noise on the Bakan

vigilance task. In this task single digits are presented on a screen,

and subjects have to detect particular sequences, such as three

successive odd digits. It has been shown that subjects say the digits
to themselves, and if noise masks internal speech, this task should be

impaired by noise. Such a result was obtained. However, the exact
nature of the noise effect depended on specific features of the

experiment, and this made it difficult to interpret the results solely
in terms of masking. In other experiments with the Bakan task, no
differential effects of noise were found fo- items that were rehearsed
either together or in separate groups. Thi: also shows that noise does

not interfere with subvocal articulation. These results may be

summarized by saying that although tasks involving internal speech are

susceptible to the effects of noise, there are often improvements rather
than deteriorations, and the exact pattern of results appears to depend
on the specific features of the ezperiment.

There is evidence that noise may impair comprehension. Hockey (1979)

found that persons subjected to loud noise had better recall of names

from a passage they had just read but poorer comprehension. Smith

(cited in Weiskrantz, 1982) gave subjects the cognitive failures

questionnaire (Broadbent et al., 1982) and asked them whether any

cognitive failures were likely to increase in frequency in the presence

of noise. Eighty-two percent of the subjects reported that "reading

something but failing to retain the meaning" was a cognitive failure
that was increased by noise. This result received support from an

experimental study of proofreading under noisy conditions (Jones and
Broadbent, 1979). They found that subjects reading a message out loud

in the presence of noise had difficulty understanding and recalling the
text. There is other evidence that semantic processing may be impaired 4

by noise. Studies of clustering in free recall have shown that persons

subjected to noise often make less use of semantic relationships to aid

recall than do subjects in quiet conditions (Daee and Wilding, 1977;

Hormann and Osterkamp, 1966; Smith et al., 1981).

./
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Daee and Wilding (1977) found that subjects in noisy conditions
often relied more on order information as an aid to recall than on

semantic relationships. Hamilton (1972) also found that noise aided
recall involving order information, and Dornic (1975) suggested that

noise leads to increased use of a lower-level storage mechanism that
depends on order information. Schwartz (pe-unal communication) found

that noise improved recall of phonemically related words but had no

effect on recall of semantically related material. In another

experiment he found that noise had a greater detrimental effect on the

recall of normal sentences (assumed to contain a large amount of semantic

information) than on the recall of anomalous strings, random words, and

anagram strings. Weinstein (1974) found that subjects checking visual

text for spelling and grammatical errors were as good at detecting

spelling errors in noise as in quiet, but deteriorated on the grammatical
errors in noise.

This levels-of-processing view of the effects of noise on memory can

be criticized on three points. First, direct tests involving manipula-

tion of the encoding processes have shown no interaction between noise

and encoding conditions kSmith and Broadbent, 1981). Second, there are
studies showing that noise has no effect in direct tests of semantic
processing (Eysenck and Eysenck, 1979; Smith, 1985a; Wilding and
Mohindra, 1983), and other studies have shown that noise produces

more-organized recall cf categorized lists (Smith et al., 1981). Third,
there are results showing that recall of order information is not always

better in noise than in quiet (e.g., Smith, 1983a; Wilding and Mohindra,
1980). Overall, these results argue that noise effects cannot be

generally explained in terms of a passive shift in the level of

processing.

Broadbent (1971) suggested that noise increases the probability of

sampling information from dominant or high-probability sources at the
expense of nondominant ones. This enhanced selectivity has been

deaonf.trated using memory tasks. Hockey and Hamilton (1970) examined
the effects of noise on intentional and incidental learning. Noise

improved recall of order information (the intentional task) but impaired
recall of location (the incidental task). Smiti (1982) has shown that a

sImilar etkect can be obtained by using high- and low-priority tasks
rather than intentional and incidental learning. Eysenck (1975) found

that noise faciltated retrieval of dominant instances of categories but

increased the difficulty of retrieving nondominant instances.

Unfortunately, the effects of noise on selectivity in memory and

attention have also been shown to be variable (Smith, 1982; Smith and

Broadbent, 1982) and to depend on specific features of the experiment.

How can this variability in the effects of noise on cognitive

performance be explained? One possibility is that noise effects are
easily modified by factors such as tne time of testing or the

personality of the subject. Loeb et al. (1982) examined the effects of

noise on the speed of self-paced mental arithmetic. In male subjects,
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the speed of work was reduced by noise in the morning, but this effect
was reversed in the afternoon. When the data for female subjects were

added to the anaiysis, the clear effect of roise found with the men was
eliminated. Smith (in press) has shown that such interactions between
noise, time of day, and sex of subject occur but that the exact pattern
depends on the tasks used, and the interactions are also unreliable.

Many of the tasks that have shown effects of moderate-intensity
noise used verbal materials, and it wa3 therefore initially attractive to
think in terms of an effect of noise 'vi internal speech. However, verbal
tasks often present the subject with several methods of performing them.

It noise influence4 specific processes or stages of processes,
cer-ain results will be obtained when these processes are used a great
deal and others will be obtained when "ey are not used or are used to a
lesser extent. Hence, noise effects nu.y be thought of as hidden defects
that are revealed by some experimental techniques but not others. This
view will be supported by considering the effects of noise and memory
load on running memory.

Hamilton et al. (1977) suggested that information is processed

faster but short-term storage is reduced under conditions of noise.
This view was supported by the results of a running memory experiment in

which it was found that noise improved recall of the most recent items
but impaired recall of items earlier in the list. In the running memory
task the noise-induced defect is reduced storage capacity. This
suggests that the effects of noise on running memory will depend on the
number of items that have to be recalled, and indeed, Smith (1983b) has
shown that the results of Hamilton et al. (1977) are only obtained in
high-memory-load conditions.

Smith (1982) has put forward an alternative view of the effects of
noise on performance. When subjects carry out a task that can be
performed in several different ways, noise may lead to the adoption of
certain strategies in preference to others. Daee and Wilding (1977)
showed that subjects in noisy conditions may adopt a maintenance
rehearsal strategy rather than an elaboration strategy. There is also
evidence that subjects in noise may adopt different recall strategies
than subjects in quiet. Smith et al. (1981) found that in certain
experiments noise reduced the amount of clustering in tree recall due to

recall under conditions of noise consisting of fewer words in initial
clusters and greater subsequent recall of individual words. Smith
(1985b) has shown that noise may influence which aspects of complex
stimuli are successfully recalled. In quiet, subject4 showed a bias in
favor of recalling global features, whereas subjects in noise showed a
preference for local detail.

In many tasks it is obvious that one strategy should be used in
preference to others. Recent work by Smith (1982) and Wilding et al.
(1982) has shown that noise may reinforce the use of the dominant
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strategy. Smith (1982) has argued that in noise the allocation of
effort moves towards the operation that appears to best repay the

investment of more effort. Verbal memory tasks are particularly
sensitive to noise effects because they offer a variety of strategies,
and shifts of dominance or preference can occur more easily than in
perceptual motor tasks.

Other effects of noise may be due to changes in the efficiency of

control. Rabbitt (1979) has shown that the effects of high-intensity
noise on the five-choice serial reaction rime task (an increase in

errors or gaps but little effect on the average reaction time) can be
explained in terms of the noise producing inefficient control of the

speed-error trade-off function. Inefficient control can also be seen in
the noise-induced bias in resource allocation. Smith (1983c) examined

resource allocation under conditions of noise by studying performance on
pairs of tasks. The difficulty of each task was varied, as were the
priority and probability of having to perform the task. In one
experiment, a cognitive vigilance task and a running memory task were
used. When there were no priority instructions, noise impaired the
vigilance task. However, when the vigilance task was given high

priority, the impairment disappeared. Other noise effects were also
altered by changes in task parameters. However, this result was only
found when the 2 tasks competed for common resources and it did not
occur when one of the tasks could be performed in a passive, automatic
way.

The effects of noise on the efficiency of the control processes may

reflect initial coping with the task and disappear when practice shows
the best method. However, the effects of noise may be long lasting and
may continue even when the noise is stopped (see Cohen, 1980). Studies
by Dornic and Fernaeus (1981) and Smith (1985c) have shown that once a

strategy is chosen, subjects in noise may continue with this mode of
response even though it is not always appropriate. This suggests that
subjects in noise can be considered rather inflexible, and further
studies are required to see how noise influences their ability to adapt
to rapidly changing tasks.

A major effect of noise that has not yet been mentioned is on
motivation. Noise reduces subjects' tolerance for frustration (Glass
and Singer, 1972), reduces their level of aspiration (Krenauer and

Schonpflug, 1980), regulates their effort (Schulz and Schonpflug, 1982)
and influences their perception of competence (Jones, 1983). The reader
is referred to Schonpflug (1983) for an excellent account of the
relationship between cognition, motivation, task demands, and
performance.

The length of the noise exposure often changes the effects of noise.
For example, Smith (1983a) showed that recall of order information was
initially better in noise than in quiet, but this effect was reversed in
the second half of the experiment. Smith and Broadbent (1985) exposed
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subjects to noise for 20 min and then required them to name colors and
read color names printed in black ink. The noise exposure changed the
color/word ratio, with subjects being relatively quicker at naming the
colors than at reading words after being exposed to noise. This effect
did not occur w",n the color-word test was carried out at the beginning
of the noise exrosure. Smith and Broadbent have explained their results
in terms of an effect of noise on the focusing of attention. Subjects
carry out the wnrd-reading task using some of the established techniques
of reading, whereas such strategies are not used in naming colors. In
reading, the eyes are often focusing on words that are well ahead of the
word that is spoken. if noise produces a focusing of attention, the
reading of words will be slowed down, and the narrowed attention might
also benefit the naming of single items, such as color patches. These
results are, therefore, similar to the "funnel vision" effects described
in detail by Broadbent (1979). Many of these studies (e.g., Hockey,
1970) showed that funneling of attention does not occur untO, the
subject has been in noise for some time, and this fits in ",ith the
absence of an initial effect of noise on the naming of co',,rs and
reading of words.

The effects of noise on cognitive performance may be summarized in
the following way.

We now have performance tests that are sensitive to leveis
of noise frequently encountered in everyday life.

The nature of the noise is very important, and speech
sounds seem to be particularly disruptive even when the task

- involves reading rather than listening.

There are effects of noise related to internal speech, but
these are complex and cannot be accounted for by a simple
masking theory.

Noise often alters the motivation of the subjects, and
there is a need to study the relationship between motivation
and cognitive performance.

Many noise effects are variable and can be changed by
altering features of the tasks. However, some general effects
have been isolated and these are listed below.

Noise -'y lead to the choice of certain strategies in
preference to others.

Noise often reinforces the use of the dominant
strategy.

Noise produces biases in the allocation of processing

resources.
Noice influences the efficiency of the control

processes that track and change performance.
Subjects in noise are often rather inflexible and
unable to change strategy as easily as subjects in
quiet.

Noise may produce focused attention, but this effect
app drs to depend on the subject's being in noise
for some time.
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The variability of the effects Gf noise can be explained by the

hidden-defect and strategy choice approaches. At the moment it is

unclear whether the effects of noise on cognitive performance are due
to changes in state, such as changes in the level of arousal, or are

produced by changes in cognitive motivation (see Jones, 1984;

Schonpflug, 1983).

COMPARISON OF THE EFFECTS OF VARIOUS STRESSORS ON COGNITIVE PERFORMANCE

Hockey and Hamilton (1983) have described two strategies for stress

research. The first, which they have called the narrowband approach,

compares the effects of a number of stressors on a single task. An

example of this can be seen in the Cambridge studies with the

five-choice serial reaction time task. It is difficult to apply this

approach to the effects of stressors Gn cognitive performance because

no single task has been used in the same way to study many different

stressors. It can be done in a very limited way, and this will be

illustrated by considering the effects of different variables on

syntactic reasoning.

Baddeley (1968) developed a syntactic reasoning test for use in

stress research. Subjects score differently on this test after

breathing nitrogen under pressure (Baddeley et al., 1968), at different

times of day (Folkard, 1975), and under corditions of conglomerate

noise (Smith, 1985a). Interestingly, test results are not affected by

alcohol (Baddeley, 1981), continuous or intermittent white noise

(Smith, 1985a), or breathing oxygen-helium mixtures (Lewis and

Baddeley, 1981). However, it is not known whether the differential

sensit;,"'ty of the test reflects some general property of the variables

or the specific levels of the variables used in the experiments.

Many different variables have been compared as either d. creasing or

increasing arousal level (or both, depending on exposure or dose).

Performance has been related to arousal by an inverted-U function, and

more-complex tasks are assumed to show a performa:ce peak at 
lower

levels of arousal than more simple tasks do. However, it is misleading

to consider variables such as noise, sleep loss, time of day, and use

of amphetamines and alcohol in terms of a single dimension of arousal.

Broadbent (1971) showed that the variables must be subdivided into at

least two groups. He classified v-riables by the effects they had on

the five-choice serial reaction time task. Some variables (e.g.,

alcohol use, time of day, barbiturate use, and the personality

dimension of introversion or extroversion) influenced the average speed

of response, whereas others primarily affected the proportion of errors

or blocks in performance (e.g., sleep loss, noise, and amphetamine and

chloropromazine use). In each ;roup there were vriables that might be

considered stimulating and depressing. The former reduce or cancel the

effect of the latter, proided th,- are from the same group (e.g., the

effect of sleep loss is recaced by ,oise). A variable from one class

has no consistent effect on variables in the other (e.g., there will be

few interactions between noise and time of day). Thus, instead of a
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single dimension of arousal, Broadbent proposed two mechanisms. One,

*the lower level, corresponded to the traditional concept of arousal,

and the other, the upper level, monitored and controlled the system
that attempted to compensate for the departure of arousal from the

optimum level. If the upper level is in good shape, the state of the
lower level has little effect on performance, but when the upper level
is ineffective, performance is affected by over- or underarousal. This
theory -has not been seriously tested and is probably wrong in detail;

the point is :hat a theory at least this complex is required.

Hockey and Hamilton (1983) contrast the narrow-band research

strategy with the broad band strategy, which is concerned with profiles
of individual stressors, and the previous account of the effects of

noise is an example of this approach. At the moment it is difficult to
compai.e the profiles of other stressors with that of noise because

their effects have not been studied in the same detail. To compare
different stressors, one has to look at general indicators rather than

specific tasks. A weakness of this approach is that the variation that
occurs within a stressor or condition is often neglected in order to

make between-stressor comparisons. For example, Hockey (1983) argues
that noise increases alertness and selectivity and has little effect on
speed, but impairs accuracy and short-term memory. However, prolonged
noise exposure can decrease alertness (see Hartley, 1973), and studies

of the Stroop task have shown that the effects of noise on selectivity
vary (see Smith and Broadbent, 1985, for a review of this area). As
already pointed out, the effects of noise on short-term memory depend
on factors such as the memory load (Smith, 1983b), the nature of the
material to be remembered (WildinZ and Mohindra, 1980), and the nature
of the noise (Salame and Baddeley, 1982). Smith (1985c) has shown that

moderate-intensity noise does not increase errors in a serial reaction
time task, in agreement with Broadbent's (1979) conclusion that the

noise intensity must be greater than 9i dB to get such effects.
Although it is agreed that it is valuable to compare the effects of

different stressors, it is argued that this should not be carried out
at the expense of detailed information about individual stressors. To

obtain detailed profiles of performance, the microstructure of
responding must be examined; for example, the strategies used to

perform the task, not just gross indicators such as mean reaction time
or number of errors. Suppose, for example, that subjects in one
condition responded like the tortoise (slowly but steadily), whereas in
another they were like the hare (quick bursts followed by long rests).

If only the average response times are examined, the two conditions
might seem equivalent, whereas a detailed examination of the strategies

used would reveal differences between the two. I would recommend
Hockey's approach of drawing up profiles of performance for each
stressor. However, these profiles must be at least as detailed as the

one already outlined for noise, and the profiles of performance should

be accompanied by detailed profiles of physiological charjes and
subjective protocols.

J4
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There is a great need to examine the interaction of stressors in
detail. Many of the early studies examining interactions used
perceptual-motor tasks (e.g., the five-choice serial reaction time
task), and there are few d.ta on the effects of combined variables on
cognitive tasks. The rationale behind interaction studies now has to
be considered in more detail. When variablpq were linked together in
terms of a single dimension of arousal, predicting when an interaction
would occur was straightforward. When the subject had a low level of
arousal (e.g.. when in a sleep-deprived state), the addition of an
arousing stimulus (such as noise) would improve performance because the
subject was brought nearer to the optimum arousal level. Broadbent's
(1971) classification suggested tnat variables will only interact
consistently if they affect the same level. It is quite likely that
the combined effects of two variables will also depend on the nature of
the task. However, it is still unclear whether variables only interact
if they have epposite effects on a task or whether some more
complicated pattern may be found.

CONCLUSIONS

This account has shown that the effects of stressors on cognitive
jerformance can be studied in several different ways. The empirical
approach, which has typified the study of stressors such as heat, has
be-n shown to be of practical impurtance but of little use for
comparing stressors. Interpretations of the effects of stressors
within a single framework, such as arousal theory, have also been shown
to be inadequate. It is suggested that detailed profiles of the
effects of each stressor be produced and comparisons made on the basis
of such profiles rather than on more general indicators. An example of
a detailed performance profile showed that the microstructure of
responding must be analyzed and motivational and strategic changes must
be examined. To make comparisons on the basis of more general
indicators is to neglect the variety of different effects produced by
each stressc" and also to ignore the importance of specific parameters
of the stressor. Even with detailed performance profiles for each
stressor, comparisons will still be difficult because equivalent levels
of different variables are not known.
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COGNITIVE EFFECTS OF NEUROTOXIC AGENTS

David A. Eckerman

Neurotoxicology seeks to characterize and remedy the deleterious
effects of chemicals and other agents brought into the body.
Neurotoxic effects may well mimic the effects of inappropriate diet,
one reason to review toxic effects on cognition in the context of this
conference. A second reason is perhaps more urgent. Although effects
resulting from dietary deficiencies are typically highlighted in the
nutrition literature, food is also a major source of toxicants. The
fields of neurotoxicology and nutrition are thus unfortunately
intimate. In the present report, I will review several issues
addressed in the neurotoxicity literature and approaches that have been
taken to evaluate the effects of neurotoxicants, in hopes that our
struggles will be informative to those seeking to evaluate the related
question of the effects of nutrition. Cognition is interpreted here in
the broadest sense of acquiring and using information about the
environment and thus is a topic quite compatiale with various accounts
of the human condition, including radical behaviorism. The effects of
neurotoxicants on other aspects of behavior will also be noted in
passing, but the focus will be on impairment of cognitior by
toxicants. Th" report is divided into three sections: a review of
issues that seem comnon to both endeavors, then a review of several
approaches to evaluating neurotoxic effects, and lastly a review of
some exemplary data from our field. In preparing this review, I have
relied heavily on several recent reviews: Anger (1985), Anger and
Johnson (1984), Bornschein et al. (1980), Feldman et al. (1980),
Johnson and Anger (1983), and Weiss (1983).

ISSUES COMMON TO NEUROTOXICITY AND NUTRITIONAL ASSESSMENT

Our Problems Are Largely Man-Made and Are Increasing

Some of the toxic agents we ingest are not man-made. Were these
our only toxins, our job woul-r be relatively simple. We have evolved
defenses against many of them, through natural avoidance, rapid
conditionability, and lore. Furthermore, attention can often minimize
any permanent damage. Unfortunately, most of the toxic agents we
ingest, absorb, or inhale are very much man-made, and we are unprepared

129
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by evolution or social history to detect and deal with their sequelae.
That carbon monoxide from incomplete combustion and lead from

/ industrial products had been identified as highly toxic more than 2,000
years ago and are still major sources of toxicity demonstrates our

inability to resolve these issues (Anger, 1982). We have not solved
old problems, and new ones are a'ccumulating at an increasing pace. New

chemicals are developed at a dramatic rate. That most of the
industrial chemicals known by 1977 to be neurotoxic were identified as

such only after 1960 (Anger, 1982) shows the danger. Each year we
introduce hundreds of chemicals with no strategy for evaluating their
long-term toxic effects. Many of these agents find their way into our
food. The recent determinations that ethylene dibromide levels in
grains have grown unexpectedly and that imported fruits and vegetables
come to to us with pesticides banned for use in this country, although
they are produced here, emphasize our inability to keep these chemicals
out of our food. And we purposely introduce relatively untried

chemicals into our food. Weiss (1983) points out that food additives
are "probably the most ubiquitous products of modern chemistry." How
these additives interact with the unintended ones is arother threat.

Many of our early warnings of to:,icity have come from industry,

where opportunities for exposure are many and often prolonged. Of the
100,000-plus chemicals found in the workplace, 850 are now known to be
neurotoxic (Anger and Johnson, 1984). Thus, there are many toxicants
in the workplace even though they are but a small proportion (about 1%)

of the chemicals present. The prevalence of exposure worsens the
situation. Of the 197 industrial chemicals to which over 1 million
workers are exposed in U.S. worksites, 65 (33%) are known
neurotoxicants An estimated 7.7 million U.S. workers are exposed
full-time to these neurotoxic agents (Anger, in press). Since worksite
practices in other countries are seldom better than those in the United
States, the problem is magnified when viewed worldwide. When excended
to the population at large, the problem of toxic exposure comes to its
full account. Individuals are exposed through air, food, and drinking
water. In 1982, I attended a conference on evaluation of hazardous

waste effects at which it was noted that research on toxic effects was
limited by our inability to find a truly unexposed control population
in the United States.

Assessment of Impairment Is Very Difficult

Neurotoxic effects are often subtle, as are the effects of

inadequate nutrition. Bornschein et al. (1980), while evaluating the
neurotoxic effects of lead poisoning, however, noted that subtle does

not in this case mean small. Large but hard to evaluate effects and
effects for which it is difficult to find a cause are also characterized
as jubtle. Xintaras and Burg (1980) note that for organnphosphate
pesticide poisoning, "the onset of some effects, in fact probably most
of the effects, is so insidious that the worker may not realize that
any change is taking place." Cognitive impairment is one such subtle
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kind of toxic impairment. Difficulty in remembering and concentrating

is one of the most common neurotoxic complaints (e.g., Anger and

Johnson, 1984).

Because toxic effects other than those involving cognition are

easier to measure, the most documented neurctaxic impairment is in the

sensory-motor functions (see Johnson and Anger, in press; Shaumburg et

al., 1981). In his evaluation of industrial chemicals, Anger (1984)

lists the 36 most common categories of documented neurotoxic impairment

(T.ble 1). To these, I have added four categories from Anger and

Johnson (1984). Only 7 of these 40 are cognitive difficulties, and

sensory-motor difficulties make up the majority, 17. General

complaints and emotional and personality effects constitute an

additional category of 16 effects. What lesson might nutrition

researchers learn from Table I? One is that they should study the

effects of nutrition on sensory and motor functions as well as on

cognitive functions, because determining impairment in these functions

may be somewhat easier. A second lesson might be to evaluate general,

emotional, and personality effects as well, even though documentation

on these effects will be even more difficult than on cognitive

effects. A last lesson is that effects on learning, memory, and

attention processes seem to be the most common cognitive effects.

Nutritional deficits and dietary toxicants might be expected to take

their toll on these processes as well.

it may be instructive that the cognitive effects found with

neurotoxicants often involve a -light but general slowing or "dulling"

of performance. Neurotoxicants seem to be blunt instruments of

impaitnent in contrast to the sharp, transmitter-specific alterations

in performance produced by pharmacological agents. Neurotoxicants,

after all, are not selected on the basis of a narrow effect on

behavior. Their effects are discovered as side effects, usually long

after the substance is in common use.

Pharmacological agents, on the other hand, are selected expressly

for a specific effect on particular functions, relative freedom from

side effects being a necessary precondition to their release.

Therefore, although we should be on the alert for function-specific

toxic effects, we are likely to identify an agent as toxic on the basis

of a generalized, subtle decrement in performance. The goal of

neurotoxic assessment is to ensure that such subtle effects are

detected. Nutritional assessment seems similar. Perhaps both fields

should model their evaluations after those demonstrating the effects of

age on petformance (e.g., Hunt and Hertzog, 1981), since aging also

seems to exact a general, subtle, and often denied toll.

Common Methodological Issues

What Subjects to Use? To carry out a planned study with human

subjects, much must already be known about the effects! The effects
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TABLE 1. Symptoms reported for neurocoxicity

Anger (1984), Anger Weiss (1983) Valcuikas et al.
Function and Johnson (1984) (1979)

Motor Activity changes
Incoordination X X
Paralysis X
Pupil size change
Reflex abnormal
Weakness X X
Ataxia
Convulsions X

Tremor/twitching X

Sensory Auditory disorder
Irritability
Equilibrium change X X
Olfaction disorder X
Pain disorder
Pain, feelings X
Tactile disorder X X
Vision disorder X X

Cognitive Confusion X
Memory problems
Speech/reading impairment
Alertness/concentration
problem

Mental retardation X

Indecisiveness/judgment
Learning impairment

General Anorexia X
Autonomic dysfunction
Cholinesterase increase
Central nervous system

depression
Narcosis/stupor X X
Peripheral neuropathy X
Fatigue/lethargy X X

Headache

Affect/
Personality Apathy

Delirium
Depression X X
Excitability
Hallucinations
Irritability X
Nervous/tense X X
Restless
Sleep disturbances X

Psychiatric signs
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must be demonstrably reversible. Furthermore, since considerable

resources are required to carry out an adequate study of subtle effects

on human subjects, great urgency must be felt in obtaining the result.
Studies with nonhuman subjects may well be needed to ans ,er questions

about reversibility and importance. As noted by Weiss (1983), "The
difficulties posed by studies of human populAtions make well-designed

animal experiments that much more crucial." A review is provided by

Cabe and Eckerman (1982) (see Miller and Eckerman, in press, for an

updated review) for much of the work on toxic effects on the complex
behavior of nonhumans. Study of nonhuman model sytems is instructive

even though they are only analogous to human processes. As an example,
Lhe radial-arm maze provides a rapidly learned complex rodent

performance. In this maze, the rat avoids alleys it has already

£ entered that day, showing good accu-acy even for delays of 4 to 6 h

(Beatty and Shavalia, 1980). Their performance is analogous to list

learning and spatial orientation in humans and is sensitive to toxic

* impairment (e.g., Miller et al., 1982) and subject to pharmacological
?, enhancement, as had been found in recent work with humans (e.g.,

Gallagher et al., 1983). Their performance is not, however, directly

analogous to human memory tasks, as shown by its lack of disruptibility

by retroactive interference (Maki et al., 1979). The effects of

cholinergic manipulations seem to be analogous to those seen in humans

(Godding et al., 1982).

For both scientific and political reasons, the greatest impact on

decision making is made by a careful study with human subject-.

Questions of generalization and relevance to human problems are

simplified somewhat when the subjects are humans. Studies seeking to

characterize cognitive effects must be even more cautious %hen

generalizing across species, although humans are not, .I would hazard,
as unique in problem-solving processes as some proclaim. We must

interpret work with nonhuman subjects cautiously, since we will

ultimately slow progress by too quickly accepting an analogous nonhuman

system as homologous. We should also cautiously interpret work in

human subjects, since the issue of generalization is not simplified

just because the subjects are human. Generalization from one

subpopulation of humans to another should also be made cautiously

(e.g., from allergic to nonallergic, male to female, young to old,
culture A to culture B, etc.).

Individual or Grour Analyses? Weiss (1980) advised skepticism in

conventional analyses:

The enormous variation in susceptibility to toxic substances,
including lead, that prevails in the human population is
widely recognized. The extraordinary polymorphism of our

species guarantees that the ideal Gaussian distribution of
responses to such substances will almost never be observed in

practice. Instead, we are likely to see skewed distributions,

often marked by multiple modes as well. The distributions

derived from actual rather than hypothetical populations

probably also reflect multiple mechanisms of susceptibility
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rather than variations arising from different degrees of
susceptibility to a single mechanism. We are all flawed in
different ways. Even if one grants only moderate credibility
to this proposition, it still contributes enough distortion to
most statistical assumptions that conventional analyses based
on group designs have to be regarded with some skepticism.

What implications has this s~atement for an evaluation of the
effects of toxicants? It is suggested that allergy is a good model for
toxic effects--some individuals may be peculiarly sensitive to
allergens while the group average may suggest they have no effect. For
a practicing clinician, an individual analysis is clearly called for.
But the usual goal of a neurotoxicity assessment is to determine health
risk for the populatinn. Are individual analyses called for? It would
appear that we must at least look beyond the group mean, measuring

increases in variability, number of outliers, or incidence of
subcriterion performance. In an exemplary series of studies, Brown et
al. (1981) (see below) determined the number of individuals tested wh-o
fell below the 15th percentile. This approach may represent the best
way to answer population-oriented questions while acknowledging
individual sensitivities.

Role of Retrospective Studies. Although planned studies have great

power, they are limited even when ethically defensible. Generalization
from planned studies to situations about which decisions must be made
may be limited by several factors: selection factors (volunteers are
seldom representative), limited duration of exposure (acute and
long-term effects may well differ), and special conditions of the
laboratory (e.g., attention given the subjects, eagerness to comply
with experimenter and to "meet the challenge" of the tests, etc.).
With disturbing frequency, we are provided with populations of
individuals accidentally exposed to toxicants (and inadequate diet).
Such situations are almost always directly connected to problems that
decision makers are called on to solve and thus are directly relevant.
Were there a way to evaluate these unfortunate "natural experiments,"
our research power would be multiplied considerably. Such field
studies constitute much of the toxicity assessment literature and will
be pointed out below. The many potentially confounding factors in such
studies are, however, very difficult to control.

An instructive example of the dangers found in field studies can be
found in the thorough follow-up on the accidental introduction of
polybrominated biphenyls (PBB) into the food chain in Michigan in
1973. An extensive field study was undertaken by the Mount Sinai
Environmental Sciences Laboratory (Valcuikas et al., 1978b). The
approach included extensive biological and environmental measurement of
PBB and other indicators, evaluation of neurological symptoms, and
performance measures that had been found to be sensitive in prior work
in evaluating lead toxicity (Valcuikas et al., 1978a). Evidence of
neurological impairment was found by comparing measures for Michigan



135

farm residents with those for Wisconsin farm residents. Symptoms
included nervousness, parastbesias, somnolence, dizziness, loss of

balance, and heaaaches (Valcuikas et al., 1978b). In following up on
these evaluations, Brovn and Nixon-&l79) evaluated memory problems

reported by several of the exposed individuals, finding impairments in
prose recall And in short-term retention of words. They were cautious
in interpreting these differences, however, because the memory
impairment was correlated with measures of anxiety and depression on

the Minnesota Multiphasic Personality Inventory (MMPI) but was not
correlated with PBB concentrations. They therefore undertook a

laboratory evaluation with chemical workers who had been exposed to
higher levels of PBB (Brown et al., 1981). Whereas farm residents had
a mean PBB concentration of 3.9 ppm, the chemical workers had a mean
concentration of 9.3 ppm. Although the chemical workers studied did

not differ in educational, occupational, or cultural variables, their
performance on six memory tests was equal to or better than that of the
farm residents. Brown et al. concluded that depression and other
"factors affecting psychological functioning may be more important
causes of memory complaints and low scores on objective tests of memory
than the level of PBB contamination." It is clear from this
progression that field evaluations are fraught with potential
confoundments. The best research strategy would undoubtedly utilize
field studies, but would proviue considerable laboratory backup to

support the interpretation of findings.

Single or Repeated Measures? In some situations only one testing

session can be arranged for a subject. This session is unlikely to

produce optimal performance, since several things are simultaneously

being learned--the laboratory situation, the responses required, the

range of stimuli that can be expected, the dimensions that distinguish

alternative stimuli, the feedback provided, and, finally, the task

itself. Of course, performance at any point during this practice might
be used to evaluate the effect of a treatment. Performance may even be

more subject to impairment during early learning stages and thus
provide more interesting results. Yet performance early in practice

will vary more between as well as within subjects, making measurements

less precise. Also, it is likely that preexperimen" differences

between subjects (practice, educational level, etc.) will confound
treatment effects to a greater extent early in practice. Despite these

drawbacks of brief testing, we have been developing a battery of tasks

to offer a brief field test of neurotoxicity (Eckerman et al., 1985),

since there are situations in which only one testing session can be

hoped for. To optimize our measurements, we have worked very hard to

make the instructions and tasks compatible and to sequence the tasks so

as to minimize practice effects on individual tasks. ! will describe

our battery more fully below.

Repeated tests offer greater stability of measurement, although not

all material is appropriate for repeated testing. For example, if

words are. to be learned, different forms must be used from day to day

and comparability of forms must be ensured, a difficult matter.
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Furthermore, repeated testing differs from single testing in a number of
ways. Several aspects of task performance may ch-.tge due to practice.

A thorough study of task stability has been made by the Office of Naval

Research Performance Evaluation Testing for Environmental Research

(PETER) program. This project considered over 140 performance tests.
Tasks that did not quickly show good correlation across days were
excluded. For a bibliography of published work from this program, see
Harbeson et al., 1983. Only 30% of the tasks have been found to be

stable enough for inclusion in a repeated test battery (a proposed
battery is described by Kennedy et al., 1984, and Bittner et al., 1984).

Desjardins et al. (1982) offer an interesting repeated measure of
lining that derives from the operant conditioning tradition and
includes themes from paired-associate learning. One task included in
the testing sessions required learning a new sequence of

stimulus-response associ-tions each session, whereas the other task
required learning the same chain of associations each day. Tasks were
alternated each 15 min throughout each session. Typically, the
acquisition task was more sensitive to drug impairment than the

performance (same day to day) task. This procedure sets an excellent
standard for stability of measurement in a continuous learning task for

both human and nonhuman subjects. Yet caution seems appropriate in
interpreting results from this and perhaps many other repeated

acquisition procedures. What is learned each day? In the Desjardins
et al. procedure, the subject learns which sequence is appropriate.
Such learning may be quite unlike the initial acquisition of stimuluq
control or other ways of learning what to do.

Laboratory or Field Studies? Greater control of conditions and
measurements is often afforded when we bring subjects into our domain,
the laboratory, clinic, or hospital. But we are more likely to obtain
a representative sample of subjects and obtain important additional
information if we go to the worksite, the home, etc. Thus, Milar et
al. (1980) and Hawk and Schroeder (1983) were able to make greater

sense of the complex effects of lead on intelligence scores when they
visited and characterized home environments. We can attempt to

represent the field situation by obtaining survey data through the
mail, yet it is rare for such a survey to produce quick and unbiased
data. Sterman and Varma (1983) bemoan the fact that they had only
mail-in survey responses and not door-to-door interview data when
characterizing the incidence of neurological complaint resulting from
invasion of the pesticide aldicarb into the water supply of Suffolk
County, Long Island. Their 3-year effort to obtain data through the
mail produced only 204 usable questionnaires from 1,500 households
surveyed. These results suggested that a timely door-to-door survey
would have provided clear evidence of impairments. Of course, field

research has special requirements for which the laboratory scientist
might be unprepared. Anger (1985b), for example, reviews special needs

that must be met when recruiting subjects for and following up on
worksite evaluations.
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Survey or Performance Measures? We do not evaluate our own
cognitive abilities well. It is good counsel to euggest that a spouse
or other close associate confirm the individual's self-description when
assessing dementia. Objective measurement is preferred over mere
report. Sunderland et al. (1983) had head-injured, formerly
head-inj'.ed, and control patients complete memory complaint
questionnaires, keep checklists of memory failures for 7 days, and also
complete a battery of nine cognitive tests. Relatives also completed
the memory failure questionnaire and kept a checklist. Head-injured
patients showed significant memory loss in all out one of the objective
tests (immediate word recognition) and in relatives' evaluations and
checklists. Memory complaint questionnaires filled out by the patients
themselves, however, did not distinguish head-injured from control
patients (and patients' checklists were only marginally different).
The importance of objective measurement is thus confirmed. Yet it
should be stressed that the objective measurements were not all
indicative of the relatives' view of the individual's distress. When
objective test scores were ccrrelated with relatives' assessments,
continuous recognition, face recognition, and immediate word
recognition were unrelated to the estimated memory problem. Story
recall and paired-associate recall were best related (r = 0.35 to
0.72). Objective test measures thus do not all capture the aspects of
memory loss that are believed to be problems.

There is a place for subjective measurement in toxic evaluation,
emphasized by the need to assess the personality changes commonly
reported in cases of toxic exposure (irritability, depression, loss of
libido). These shifts are difficult to document except through
self-report. Proper construction makes symptom surveys less subject to
misinformation given by malingerers (e.g., inclusion of lie scales and
faking scales, as on the MMPI). I know of no instrument other than the
arduous MMPI, however, that uses such an approach and is appropriate
for neurotoxic evaluations.

Test for Crystallized as well as Fluid Intelligence? The
acquisition and retrieval of new material, requiring what has been
called fluid intelligence, is more likely to show impairment than is
retrieval of very well-learned semantic and cultural information and
problem-solving strategies, said to require crystallized intelligence
(Horn, 1976). Thus, verbal subtests from the Wechsler Adult
Intelligence Scale (WAIS), especially vocabulary, might be less
sensitive to toxic impairment occurring during adulthood than the other
subtests are. Also, the performance IQ might decrease in response to
toxic impairment before the verbal IQ does. Such a shift is found for
brain-damaged (all but left-brain-damaged subjects in Russell, 1979,
1980) and for normally aging subjects (see Hunt and Hertzog, 1981). It
is instructive that a different pattern is seen for the long-term
nutritional and toxic conditions represented in Korsakoff patients.
These individuals appear to lose much crystallized intelligence as well
and thus are distinguishable from dementia patients (Weingartner et
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al., 1983). For testing subclinical toxicity, measuring crystallized
intelligence might be a useful way of matching exposed and nonexposed
populations for premorbid intellectual capacity. Of course, such a
difference would not be expected when impairment began in childhood.

Objective Scoring or Clinical Judgment? Administering
psychological tests requires establishing rapport. Many tests,
however, require considerable clinical training and judgment in scoring
as well. For example, drawing ability, handwriting, and other measures
of visual-motor coordination have been found to be sensitive to toxic
impairment (Johnson and Anger, 1983). But scoring these performances
is difficult and may not be reliable among all judges. To "go to
court" with such data, then, requires that the person who scored the
tests be present to testify and face potentially aggressive
cross-examination, perhaps years after the test was administered. We
have chosen objective measures for our test battery to simplify the
evaluation of test results, realizing that we may be losing some
sensitivity in doing so.

Complex or Simple Tasks? Simple reaction time may be slowed when
an individual is exposed to certain toxicants (e.g., carbon disalfide
(Tuttle et al., 1976] and fuel mixtures [Knave et al., 19781). It is
frequently recommended, however, that complex tasks are more sensitive
to the effect of toxicants than are simple tasks. Why would that be?
Simple tasks would see- to have the advantage in ease of training and
stability of performance. Also, they would seem to be more easily
aligned with particular component skills and thus offer better
diagnostic information. One account of the advantage of ising complex

tasks is that subjects who have fewer processing resources are less
able to simultaneously coordinate and execute a sequence of simple
activities even though they are capable of executing each of the
component tasks. Thus, in a dual-task arrangement, less attention can
be assigned to a secondary task of peripheral visual signal monitoring
by an impaired subject whose primary task is to keep a dot positioned

over a moving target. Such a dual task has in fact been found to be a
good indicator of carbon monoxide impairment in the laboratory (Putz,
1979) and in exposed toll booth operators (Johnson et al., 1974).

A second account of the advantage of complex over simple tasks is

that more skills must be simultaneously intact to allow good
performance--impairment of any of the component abilities would yield a
decrement in performAnce. A performance that requires that several
component skills be intact is called an apical test (Cabe and Eckerman,
1982). The hope when seeking an apical test is expressed in the
left-hand panel of Fig. 1. Were any element in this chain broken, the
performance would fall. An alternative arrangement of abilities is
possible whenever a number of elements are brought together--when a
task can be carried out in a number of ways, the loss of one ability
may be compensated for by a shift in the solving strategy, and the
impairment may thereby be minimized. Inasmuch as a complex task can be
solved in several ways, the individual can use available processing
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A HM OF TK* APICAL 'EST

SB FEAR CF T.E PP[CAL TEST

FICURE 1. Global measures (apical tests) of behavior would
be more sensitive as indicators of toxicity if

processing were serial (A) but not if processing
were parallel and reuundant (B).

resources to make up for decreased ability. This possibility is
reflected in the right-hand p.iel of Fig. 1. For example, Hunt and
Davidson (cited in Hunt, 1983) detected an age-related decrease in the
ability to visualize only by closely measuring strategy. Subjects over

40 years old shifted to the less efficient verbalization strategy when
asked to solve a pictire-sentence verification task. Simply looking at
task accuracy and roughly estimating performance time would not have
revealed this difference; close attention was required to detect the
shift and determine its so'rce. Thus, Ekel concludes (p. 435) that
"only [by) investigating relatively basic, elementary components of

complex behavior...is one likely to detect small, toxin-induced
impairments." Smith and Langolf (1981) suggest (p. 701) that "the need

for precise, ability-specific tests arises because gross performance
measures may not pose a sufficiently severe test to detect the impaired

system." Are there good apical tests of cognitive ability? Although
complex tasks may be sensitive, it is not clear that their sensitivity
is derived from an interdependence of functions.

Can Recognition Be Used Instead of Recall? More is required of

subjects when they are asked to produce the correct word, drawing,
melody, etc., rather than merely recognize which alternative is

correct. One might then expect that recall would be a more sensitive
indicator of impairment than recognition. A number of studies have

found this to be true (e.g., in detecting memory changes with normal
aging [Branconnier, 19851; in detecting the effects of amitriptyline on

memory [Branconnier et al., 1985]). This great sensitivity is obtained
at some cost, for it-s4-ifficult to automate the recording and scoring
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of extended responses such as spoken words or drawn pictures. Is there
a way to get as much sensitivity by using recognition instead of
recall? If registering or encoding information is impaired, then
recognition would seem to be as good a test as recall. Williams and
Rundell (1983) found that secobarbital impaired subsequent recognition
as well as recall of nouns when no qpecial encoding aids were given at
word presentation. When special care was taken to ensure that the
subject adequately encoded the word, recognition was less affected than
recall. Birnbaum and Parker (1977) and Jones and Jones (1977) also
found that recognition as well as recall was affected. In their
studies, alcohol into.ication prevented adequate encoding of the
stimuli. Bruce and rofer (1965) point out that recognition may be made
more difficult by the presentation of highly similar alternatives
(e.g., similar in meaning). When the subject was required to choose
between similar alternatives, memory impairment was more easily
demonstrated. By using recognition prccedures, the power of signal
detection analyses to reveal response bias versus true loss of
information (sensitivity) becomes available (e.g., Miller and Lewis,
1977; Ferris et al., 1980). With these demonstrations of sensitivity
and the additional power of analysis, we have used recognition measures
in our screening battery (described in Table 2, below). Were we
required to sort out types of memory impairment that recognition
procedures do not distinguish, sophisticated analyses of recall versus
recognition are available that provide considerable power (e.g., Block
and Berchou, 1984; Gonheim et al., 1984a, 1984b), but we anticipate
that such analyses might be made after an impairment is indicated
through screening.

CONSTRUCTING A BATTERY OF TASKS TO EVALUATE NEUROTOXIC IMPAIRMENT

Battery Used at the Institute of Occupational Health. Helsinki, Finland

Hannenin and colleagues have been evaluating the effects of
occupational exposure to toxins since 1964. On the basis of their
considerable experience, they have selected a battery of tests that
they find sensitive and informative. These tests are listed in column
I of Table 2, with tasks organized by the function they primarily
measure. It should be noted that several of these tests require
considerable training in administration and scoring, skills that are
readily learned in the context of the institute. Reference to the
extensive studies of this group may be found in Johnson and Anger
(1983).

The WHO Core Battery

In May 1983, the National Institute for Occupational Safety and
Health (NIOSH) and the World Health Organization (WHO) jointly
sponsored a conference of international experts to recommend an
approach to neurotoxicity testing that might be taken by Third World
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countries. The reco,. *d core battery of tasks is listed in the
second column of Table 2. It was the goal of that conference to

provide a brief (40 to 45 min) test battery that offered a
comprehensive and evenly distributed assessment for a broad range of

abilities. They also sought to provide a battery that could be
administered without highly specialized equiprmnt or training, since
their recommendations were especially directed to developing nations.
These tests are appropriate for individuals with a broad range of
educational backgrounds. The tasks included in the coze battery were
felt to be "variable enough to keep the subject interested and
motivated to cooperate." A principal reason for including a task was
that in prior field studies, it had "proven to be sensitive to a
variety of neurotoxic agents" (Seppalainen et al., in press). The
authors note, however, that "the reliability and sensitivity of some of
these short tests are not optimal, and so this minimum battery may be
unable to detect subtle changes if the assessed groups are small."
AddiLional tests were indicated, which could be added to the evaluation
to increase sensitivity or as follow-up evaluation for individuals who
appeared to be impaired on the basis of core test performance. Some of
these additional tests require spezial equipment. The authors also
note the following cognitive factors as missing from their battery but
of interest: word fluency, reasoning, spatial visualization, and
tactile sensitivity. They also recommended word knowledge as a useful
measure to indicate preexposure capacity.

Batteries of Tests Used in U.S. Field Evaluations of Neurotoxicity

Johnson and Anger (1983) review the many field evaluations of
neurotoxicity carried out in the United States, for the most part under
the direction of NIOSH. Table 2, column 3, lists the tests that were
included in these studies. In general, these tests show somewhat more
influence from the psychological laboratory and less influence from the
neuropsychological clinic. The tests are typically simpler and more

given to objective scoring, but effects have not been as consistently
found in these studies as in those carried out in other countries.

Automated Test Batteries Still in Development

In October 1983, a workshop was held by the Environmental
Protection Agency (EPA) in Rougemont, N.C., on approaches to the field
testing of neurotoxic impairment in human populations. A number of
investigators demonstrated batteries of tests they had implemented on
microcomputer systems. Columns 4 and 5 of Table 2 show tasks under
evaluation for inclusion in two of the field test batteries being
developed specifically to aid in neurotoxicity assessments. The
battery being developed by Baker and colleagues at the Harvard School
of Public Health is influenced heavily by the field study tradition
represented in columns 1 and 2 of Table 2. The battery being developed
at the University of North Carolina by Eckerman and colleagues is
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somewhat more influenced by the laboratory traditions that have

influenced other U.S. field evaluations. J.B. Carroll, a collaborator

in the North Carolina-EPA battery, had proposed a typology of
elementary cognitive task paradigms. This analysis has strongly

influenced the selection of tasks for that battery, and the paradigm
that the tasks included represent is indicated in parentheses.

Carroll's task paradigms are shown in column 1 of Table 3, with

representative tasks for each of these paradigms indicated in column

2. By factor-analyzing data from several studies that included

representative tasks from two or more of these paradigms, Carroll

determined that individual differences in cognitive task performance

can be fairly well accounted for by assuming that there are 10

identifiable cognitive factors that differ among individuals.

Descriptions of the factors he found are listed in column 3 of Table

3. Note that the map between tasks (columns 1 and 2) and factors
(column 3) is not clearly drawn--each task really requires -that several

factors be utilized. Yet by judicious selection of tasks, it would
appear that the various factors could be characterized for an

individual. The tasks that Carroll suggests for assessment of the

various factors are underlined in column 2.

The North Carolina-EPA effort represents a firs; step in an attempt

to select a battery of tests to assess component functions indicated by

a thorough theory of human cognitive processes. Candidate theories

might be found in the developing literature on the nature of

intelligence (e.g., Carroll, 1980; Hunt, 1983). This approach seeks to

find clusters of related tests (e.g., through factor analysis) and then

to include marker tests for these factors. Hunt proposes that one such

factor is language use (vocabulary, paragraph comprehension), a second

is visualization (examination and mental manipulation of visual

patterns), a third is lexical access (recognizing that a set of letters

is a word, that two stimuli belong to the same concept), and another is

reasoning or fluid intelligence (analogical reasoning, series

completion, detection of patterns in visual displays), which does not

correlate with the visualization or lexical access factors.

Interrelating these factors with those proposed by Carroll and others

(e.g., Sternberg, 1977) would occupy more space than appropriate here.

Electrophysiological Measures of Cognition

Electrophysiological measures of cognitive processes have been found

to be sensitive in detecting toxic impairment (e.g., Otto, 1983;

Seppalainen et al., 1980; Seppalainen, in press). A portable field-
testing battery--or electrophysiological assessment is being developed

by EPA. This battery includes measures of cognitive as well as sensory

.- functioning (Otto et al., 1985).

Batterie Developed for Assessing Drug Effects

The drug evaluation literature should provide good counsel for both

neurotoxic and nutritional assessment. In Table 4, I list those tasks
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TAME 3. Carroll's elenumtary cognitive tasks and cognitive factors!
a

Paradigm Example tasks b  Factor

1. Perceptual apprehension Recognizing objects 1. M itor process (e.g., instructions,
Single letter threshold strategies)
Visual duration threshold

2. Reaction time and movement Simple reaction time 2. Attention process (focus, stimuli
Choice reaction time expected)

Fitt's tapping task

3. evaluation/decision Word or ,onword 3. Apprehension (sensory buffer repre-
Dichotic order jud@rnet sentation)
Picture vr nonpicture

4. 3timulus matching/conparison Letter search 4. Perceptual integration (matching
Letter matching with prior buffer representations)

Letter rotation
Saie/different pictures

5. Naning/reading/association Stroop task 5. Encoding process (formation of a
Word naming mental representation, abstraction)
Naming pictures

6. Episodic mewry read-out Meroy span 6. Gomparison of mntal representations
Probed meory scanning
Running recognition

7. Analogical reasoning People piece analogy 7. Corepresenction formation (a new

Mill-: analogies test representation of a pair of

representations)

8. Algrithoic manipulaticn Mecal arithmetic 8. Corepresentation retrieval from
Sunday + Tuesday memry
Raven's matrices

9. 1'ransfotmation of representation
(e.g., rotation, transposition)

10. Response execution plaonirg
(cognitive process preceding the

overt response)

!Nta from Carroll, 1980.
Underlineid tasks are included in Carroll's proposed experimnts to estimate process parameters

(Carroll, 1980, pp. 71-73).

4
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that five notable research groups have included in their drug
evaluations. The work of Weingartner, Sitram, and colleagues (Sitram
et al., 1977, 1978; Weingartner et al., 1979, 1981, 1983) offers an
especially thorough coverage of memory effects (column I), and the work
of Davis, Mohs, and colleagues (Davis et al., 1976, 1978; Mohs et al.,
1978a, b, 1980) (column 2) provides assessment of a somewhat broader
range of functions. This group also focused on the memory-scanning
tasks, which provide a measure of memory processing speed rather than
mere capacity. For another instructive use of this task in drug
toxicity evaluation, see MacCleod et al. (1982). The set of tasks used
by Branconnier et al. (1985) are notable because they are commercially
available as a portable hardware-software package. The tasks selected
by Ferris and Crook (see also McCarthy et al., 1981) are notable, as
they represent tasks that derive from common laboratory measures of
cognitive processing and yet have high face validity for both young and
old subjects from a broad range of the population. By arranging the
learning of grocery lists, phone numbers, faces, and names, they are
able to recruit subject cooperation and motivation more readily than by
using nonsense syllables. Lastly; the study of Squire et al. (1980)
broadly samples cognitive performance.

Assessing Unusual Working Environments and Conditions

Table 5 lists tasks selected for inclusion in several batteries
developed to assess the effects of work environments and conditions on
behavior. These include tasks selected to be sensitive to work cycle
and shift duration variables (Walter Reed Performance Assessment
Battery, column I), tasks currently included in the automated battery
being evaluated by the Navy for testing unusual work environments
(column 2) (see Harbeson et al., 1983, for a bibliography of the
evaluation studies of this group), a battery under development by the
Air Force for use in selecting recruits v'ith good potential for
high-level training (column 3), and lastly the classic battery of
Alluisi et al. (1973), here referred to through a study on the "toxic"
effects of viral disease on performance (column 4). In general, these
tasks have been chosen to tap more complex skills than those
represented in the toxicity and drug evaluation literatures.

EXAMPLES OF NEUROTOXICITY EFFECTS

A Psychometric Approach to Measuring Lead Poisoning

One of the relatively firm results in what has become a complex
literature on the effects of low levels of lead on behavior is found in
a Science report of an evaluation of 90 secondary-lead smelter workers
by investigators from che Mount Sinai Environmental Sciences Laboratory
(Valcuikas et al., 1978a). It is often difficult to adequately
characterize the body burden of lead. The level of lead in blood may
merely reflect current levels and not the history of exposure. The
concentration of lead in other tissues, e.g., bone, would be a better
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indicator of long-term accumulation, but measurement is inappropriately
invasie. In some cases, lead in baty teeth has been measured to
represent the exposure history of young children, but such a measurement
is genirally not possible with older individuals. Valcuikas et al.
(1978.) determined body burden by using a relatively long-term
measure--zinc protoporphyrin (ZPP) levels in the blood. This measure
represents a 4-month averaging of lead burden.

Taking the age and educational background of the subjects into
account is necessary to make an adequate evaluation. As most cognitive
functions show a shift during the working years (see Hunt and Hertzog,
1981), age is an important variable to control. Educational level and
mood (e.g., depression, irritability) are also important. Valcuikas et
al. (1978a) determined and corrected for an age effect by using control
as well as exposed group data. They then determined the correlation
between ZPP level and age-corrected score on each of five measures--the
WAIS block design subtest, the WAIS digit-symbol subtest, an embedded
figures test developed by Valcuikas, and the dominant hand and both
hands on the Santa Ana dexterity test. The tests taken from the WAIS
are all from the performance IQ, which is more sensitive to brain
insult. All tests are from the clinical testing tradition and are
useful in making clinical decisions. Significant correlations were
found for the first three measures (see Fig. 2). Inspection of the
data shows th- therp was considerable individual variability and that
the low values for individuals with extremely high levels of lead in
the blood were an important determinant of the correlations. As
Valcuikas et al. (1978a) point out, "the scatter of scores due to
individual-va-'iability greatly exceeds the effect that ZPP levels have
on scores for the population studied here. It is then impossible to
draw conclusions about an individual's ZPP level or lead intoxication
from his test scores alone." Yet the relation between ZPP level and
performance is clear, representing an observable correlation that
persisted to ZPP levels of less than 170 Ug/dl.

An Experimental Laboratory Approach to Measuring Mercury Poisoning

Smith and Langolf (1981) used a task with a long-standing
laboratory tradition and a growing clinical evaluation tradition in
evaluating the effects of mercury on short-term memory. An assessment
was made of 26 workers in two mercury cell chlor-alkali plants. Their
study showed that mercury slows memory-scanning efficiency. In their
binary classification task, subjects were asked to memorize a short
list of digits (two, three, or five digits long). A test digit was
then shown. The sub.z.. idicated as quickly as possible whether the
test digit had ;A. had not been included in the previously memorized
list. The time required for this decision was the primary measure, as
accuracy is generally quite high. This reaction time typically
increases in a iinear fashion as a function of set size, with the slope
of the function taken to represent efficiency of memory scanning and
the extrapolated reaction time for a list of zero length being taken as
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FIGURE 2. Age-corrected scores
for 90 lead smelter workers on
three performance tests (BD, DS,
and EF) as functions of their
individual ZPP levels. Solid
curve, exponential (Eq. 2) fitted
to these points. Dashed curves,
exponentials fitted to the
uncorrected scores; they show
that the correction is not large.
Hatched histograms give the
distribution of ZPP levels for

40 "the test population and the
blood lead levels corresponding
to 50-Ug/dl concentrations of
ZPP. (Figure taken from

o Valcuikas et al., 1978. See
C :. , that reference for an explanation

. . .of equation 2 and statistical
30 a. parameters.)

an index of stimulus registration and response output time. A
difference in the function for trials in which the test probe had not
been included in the set is taken to measure response bias. To
establish mercury levels, mercury in the urine was measured routinely
every 3 months, and an average of several measurements was taken. Data
were analyzed by forward, stepwise regression, with mercury level, the
three performance measures (slope, intercept, and bias), and
biographical indexes entered. Mercury levels and biographical indexes

were not significantly correlated, reducing the likelihood of
confounding variables. Scanning time and mere-r" : level were found to
be related (see Fig. 3). The intercept was no. related to mercury
level, and response type was only marginally related, an effect that
the authors did not consider interpretable. The effect of a small
increase in mercury in the urine was not only statistically but also
clinically significant, an increase in scanning time of 12 ms per item
for an increase of 0.1 mg/liter. This is roughly equivalent to 9 years
of aging. This decrease is also accompanied by a decrease in digit span
(Smith et al., 1985).
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FIGURE 3. Relationship between memory-scanning time and

mercury levels in urine. (Figure taken from
Smith and Langolf, 1981.)

Two Approaches to Testing the Effects of Food Additives

Consecutive articles in a 1980 issue of Science dealt with the

effects of food additives on children. In the first study (Swanson and
Kinsbourne, 1980), 40 children were studied during a 5-day stay in a

hospital clinic. All subjects had been referred with behavioral
symptoms suggesting hyperactivity; half had high Conner's Rating Scale

scores (average, 16.2) and had previously shown a favorable response to
stimulant medication (these were designated hyperactive children), and

half had lower Conner's scores (average, 12.3) and had shown an adverse
response to stimulant medication (designated nonhyperactive children).

The day before hospitalization and for the first 3 days of their
hospital stay, any medication was stopped and an additive-free
(Feingold) diet was strictly maintained. "On days 4 and 5, the

children received, orally at 10:00 a.m., capsules that contained either

a blend of nine food dyes [either 100 or 150 mg] or placebo (sugar),

with dye and placebo order counterbalanced across subjects" (Swanson
and Kinsbourne, 1980). Paired-associate learning tests were

administered on each of the 5 days at 9:30, 10:30, and 11:30 a.m. In
this test, pictures of animalq (different each day) were used as
stimuli, and numbers were used as responses. The stimuli were

presented sequentially until a perfect recitation was obtained (10 s
was allowed for a response, order was different in each presentation).

The list length was adjusted over days 1 to 3 for each child, to a
level which produced about 20 errors per test. The measure taken was
the total number of errors made. For hyperactive children, there was a

clear increase in errors after dye challenge (see Fig. 4). The effect
reached a maximum at 1.5 h, consistent with the notion of a
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pharmacological or toxic mechanism. For nonhyperactive children, no
clear effect of the dye challenge was seen, and errors were
consistently at or below the levels seen for the hyperactive children.
The apparent increase in errors across time of testing in this group
was not commented on, except to note that challenge and testing time
did not interact. The data thus demonstrate a toxic effect of food
additives for some children, here identifiable by their common
hyperactivity and reaction to stimulant therapy.

( 35 0 Placebo challenge

o 3 0 Dye challenge
o 

b

z
cc 25

-j 20Z
0
C~' 15

cc 10a
9:30 1:30 9:30 1:30
a.m. p.m. a.m. p.m.

TIME OF TESTING

FIGURE 4. Responses of 20 hyperactive children (a) and 20
nonhyperactive children (b) challenged with a food
dye blend or a placebo. (Figure taken from Swanson
and Kinsbourne, 1980.)

Weiss et al. (1980) evaluated 22 children who were enrolled in the

Kaiser-Permanente Health Maintenance Organization. None of these
children had been diagnosed as hyperkinetic, and none had clinically
significant medical or psychiatric problems. Each, however, had been

reported as improved in behavior "when kept on a diet that excluded
artificial colors and flavors for at least the 3-month period preceding
the study." The study was carried out over 77 observation days, using
a highly structured observation schedule that was highly individualized
for each child. Two 15-min observation periods were conducted by a
parent each day, with any occurrence of several target behaviors chosen
for the child being recorded. A global estimate of the frequency and
severity of each target behavior and several other general reactions to
the day were also obtained. Daily telephone interviews with a parent
and weekly home visits helped maintain stable criteria for
observations. The children were kept on the additive-free diet
throughout the study. At a specified time on each day, however, the
child consumed a bottle of soft drink containing either caramel or
cranberry coloring (placebo) or a freeze-dried monoblend of seven dyes

plus the cranberry coloring (challenge). The challenge drink was given
on 8 days, with both child and parent blind to which days. Whereas 20

of the 22 children "displayed no convincing evidence of sensitivity to
the color challenge" (Weiss et al., 1980, p. 1488), two children
demonstrated convincing sensitivity. One 34-month-old girl showed
especially clear effects across several target behaviors (Fig. 5), with
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the consistency of the effects strikingly confirmed through statistical
tests. It is clear that individual sensitivities need to be taken into
account to adequately characterize the effects of food additives.
Group mean statistics drastically underestimate the effects for
sensitive individuals.

Short attentiorn span

P= 0001

Act$ is , drven by motor

LRun away P -0001

P 
= 
.0006

Throws and breaks things

P = 0003
Whines

I i P= .03
Counts per hour

E3P= .001
Overall rating[ _"- =1 P = .0004

Conners questionnaire

Z P- 0 00

0 1 2 3 4 5 12
DAYS

FIGURE 5. Mean total day ratings on target behaviors for one

subject plus corresponding global scores. Open bars,
mean % SE for placebo days; hatched bars, mean % SE
for challenge days. The 15-min tallies recorded ca.
3 h after drink consumption were significantly
higher on challenge than on control days for
behaviors 2 (P = 0.003) and 3 (P = 0.016). (Figure
taken from Weiss et al., 1980.)
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SESSION III

INTRODUCTION--METHODS OF ASSESSING MILITARY PERFORMANCE

The purpose of this session was to present an overview of the
principal methods currently used to assess the performance of military
personnel. The methods reviewed are the use of simulators, task analysis
of military jobs, field studies, field exercises, and cognitive test
batteries. Speakers with first-hand knowledge of each of these methods
discussed how they are currently used by the military. Factors that
might affect the suitability of each method for studying nutritional
variables are reviewed; these include cost, complexity, ability to control
extraneous variables, precision of measurement, and validity. Several
cognitive test batteries are now being developed to assess military
personnel, and a program to develop a battery for assessing drug effects
is presented. Three of the batteries previously developed for the
military are reviewed since many of the problems encountered ia.developing
and validating these batteries are likely to be encountered in a program
of research to assess nutritional effects.
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THE USE OF SIMULATORS IN THE MILITARY

Kenc A. Kimball

A review of the large volume of literature on simulators and
simulation applications in military settings reveals that simulation

techniques have been used in the military training environment for many
years. In fact, military simulation has been used at least since

feudal times, as evidenced by the war games that became popular in
Europe about A.D. 1200. Jousts were held to hone combat skills and in

effect were simulations of combat. There were also joust simulators.
This device, called a quintain, provided instant feedback to the

trainee. If it was not struck appropriately, the device rotated
quickly to deliver a blow to the head of its unwary assailant (Tunis,

1954). A more recent but still historic example of simulation would be
the photogun developed by Eastman Kodak to train aerial gunners during

World War I. This device was a spring-wound, motorized camera mounted
on the Lewis machine gun. When the gunner pulled the trigger, film was

exposed and a constant record of aim-point was obtained. Mock aerial
battles could be accomplished, and "kills" could be recorded safely and

provided to student aviators for instructive purposes (Stockbridge,

1920).

Since the use of simulation varies widely in the military setting,

it is necessary to narrow the scope. First I will focus on a common
definition of what is meant by simulation, and then I will review some

uses of simulation as applied to man-machine systems. After this
discussion, the focus will narrow again to flight simulation, a brief

history of its development, and some examples of systems that have
served to enhance aircrew training. Finally, I will review the Army's

present flight simulation and training program and discuss the

potential for similar systems in biomedical human performance research.

A number of years ago, McCormick (1964) provided a working
definition of simulation. He stated that simulation consists of some

type of reproduction or representation of an actual or conceptual
physical object, system, process, or situation or of a theoretical

construct. This definition illustrates that the procesa of simulation
is not limited to developing large, complex systems, but tan be merely
a line drawing or flow diagram of a process or a mathematical model of
a concept.
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McCormick (1964) delineated five areas in which simulation is
applied in the development and function of man-machine systems. Many
of us are or have been engaged in human performance research. In the
laboratory and the field, examples of how an experimental paradigm
involves some simulation of a real-wvrld setting are found readily.
The research interest may be human behavior, but how it generalizes to
the operational en, ironment is also of interest. Some examples of this
type of experimentation would be a simple tracking task, a tracking
task with auditory distraction, or a psychological assessment battery.
In each case, we are assessing performance in the laboratory, i.e., the
simulation, with the ultimate object of predicting human behavior in
the real-world setting.

In the second category, simulation can be applied to the
development and design phase of specific hardware systems. Again,
depending on the design requirements, various levels of simulation can
be used. Some examples of these applications are simple line drawings,
software mock-ups, and complex prototypes. The application of
simulation in this area allows designers to evaluate new systems and
hardware before making final de3igns for production. This approach has
often served to decrease design costs and improve ultimate system
capability.

The use of simulation in operational problem solving involves
situations in which various procedures, scenarios, and organizational
structures are manipulated to develop optimal performance strategies.
This application is typically oriented to the idea of gaming.
McCormick (1964) points to war game simulations as an example of this

application.

As systems proceed through the development cycle to completion,
there are numerous stages at which simulation techniques can be used.
When such systems reach maturity, they are normally tested again for
reliability, maintainability, and effectiveness. Simulation normally
plays a role in these performance evalL.ations. Some examples of how
simulation has played a part in developmental testing are operational
tests of engine longevity, such as those conducted by the Army's Test

Activity, and the fly-off for the Army's UH60 Blackhawk. In each case,
aircraft are flown against mission profiles normally anticipated during
actual operations.

Certainly the most widely acknowledged area in whict simulation is
used has been the field of training. Although there are tremendous
variations in the degree of simulation used, most man-machine systems
of substantial complexity have simulator or procedural trainer
counterparts to assist operators in acquiring and practicing their
skills under controlled conditions. The most obvious examples of the
application of simulation to training are a flight simulator and a
mission simulator that would emulate the performance characteristics of
a military aircraft.
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According to Smith (1981), the first flight trainer used in the
United States was developed by Ed Link in 1929. Mr. Link's trainer was
the first system used to reduce the number of flight hours required to
train civilian pilots. Mr. Link apparently had considerable success
with his system, for by 1941 he had delivered his Link Trainers Lo the
U.S. Army as well as to 35 other countricz. As one might suspect,
World War II saw a rapid expansion of the use of trainers for pilot
proficiency. Smith states that there were some 30 different types of
device in use by 1945.

By 1950, most major aviation weapons systems were provided with
counterpart electronic simulators. These devices were typically
without visual displays, but were used for training in systems
operations, emergency procedures, instrument flight, and fire control.
Updates and improvements in aircraft were not made in their simulator
counterparts during this period. As a result, the use of simulation
for pilot training was not vigorously pursued.

The fuel crisis in the 1970s increased interest in simulation for
pilot evaluation and training. Increasing fuel costs, the increasing
complexity of military weapons systems, and the potential for enhanced
visual flight simulation as demonstrated by civilian airlines all
served to place increased emphasis on simulators for flight-training
programs for the armed services. This emphasis created a burgeoning
simulator industry to meet both civilian and military requirements
(Latour, 1978). As of the date of his report, there were no less than
222 simulators of civil aircraft in use in the Western world, most of
which were owned by civilian airlines. Although figures are not
available, it can be assumed that most military services are using
simulators.

I would like now to narrow the focus to the U.S. Army's flight
simulation program, particularly as it relates to training. Although
simulation is being used elsewhere within the Army for both research
and training, I will confine my discussions to flight simulation
developments at the Army Aviation Center.

In a recent paper detailing progress in Army helicopter flight
simulation, Siering (1983) points out that the Army placed a unique
requirement on the simulation industry in that it required advanced
rotary wing simulators for training purposes. Specifically, in 1967
the Army required that it be provided simulators to support five major
helicopter systems: the UHI (Huey), the CH47 (Chinook), the AHl
(Cobra), the UH60 (Blackhawk), and the AH64 (Apache) (U.S. Army
Aviation Center, 1981).

The first system provided under this plan was the UHI flight
simulator (FS). This device was a fully instrumented motion base
system with no outside visual display. This system permits four
ccckpits to be used simultaneously while a central control panel
provides profile programming and in-flight performance data. The main



166

use of this device is for training current aviators. Although these
systems allow positive transfer of training (Caro et al., 1975) and
skills maintenance (Weitzman et al., 1976), pilot performance
measurement was not considered optimum.

The second simulator to be provided to the center was the CH47 FS.
This device was equipped with platform motion and an on-board visual
system. After considerable on-site prototype development, this system
was introduced as a training device in the CH47 aviation qualification
course and provides transition pilots with high-fidelity visual cockpit
training.

Soon after the CH47 FS was implemented as a training device, the
next simulator, the AHI FS, simulating the Army's attack helicopter,
was provided to the center. The AHI FS comprised a motion system and
an on-board camera system similar to the CH47 FS terrain board, except
that it included a system to permit weapons use. Two model board
displays were provided. This allowed separate visual scenarios for the
pilot and the copilot gunner. This device is now being used for both
aircraft qualification training and weapons currency training.

Most recently, the UH60 FS has become operational at the center.
This simulator was delivered with two cockpits having separate but
equivalent motion systems. The cockpits had two different visual
systems: one a computer-generated image system and the other a camera
model system. Both cockpits have been shown to be effective, providing
good transfer of training for the UH60 aviator qualification course
(Luckey e al., 1982).

The last aircraft system that is to have a counterpart simulator is
the YAH64, the Army's advanced attack helicopter; the prototype is
presently being constructed. It is anticipated that it will be
delivered to the Aviation Center in 1985.

The flight simulation training program at the Army Aviation Center
has achieved substantial success in enhancing proficiency and reducing
aircraft qualification time for the Army aviator. Cost savings have
been realized by using these devices (Drackett et al., 1982; Hopkins,
1979). How well do these devices assess flight proficiency or, more
specifically, overall aviator performance? These devices were
primarily designed to assist in training; as a consequence, emphasis
was placed on fidelity as viewed by the instructor pilot and student.
Thus, the data collection and analysis packages attached to the output
side of tIese systems are somewhat constrained by both available
hardware and software flexibility. However, these devices can be used
effectively for crew performance studies. At present, the
accomplishment of this objective in a cost-effective manner would
require a "strap-on" data collection and management system.

For a number of years, personnel at the U.S. Army Aeromedical
Research Laboratory have been collecting in-flight data with the UH1
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helicopter (Huffman et al., 1972; Jones et al., 1983). A similar
system has been developed and interfaced with a low-fidelity helicopter
trainer in the laboratory. This system permits certain parameters to be
measured in real time. Although the simulation device does not provide
the fidelity desired for crew performance studies, we are presently
using it for extended studies on aviator performance under the
influence of antidotes and pretreatment therapies for chemical
defense. Our future plans include the acquisition of a UH60 FS for
these crew performance studies. We hope that the lessons we have
learned in developing our more modest performance assessment procedures
will permit us to provide comprehensive and effective performance
assessment systems for the future.
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HOW DOES NUTRITION RESEARCH IMPROVE MILITARY READINESS?

Stanley F. Bolin

A general officer opened the workshop on cognitive testing
methodology for nutrition research by asking for help. He asked the

participants to help defend the nutrition research budget by looking

for ways to show how nutrition made a practical difference in military

readiness. This challenge was not made lightly. In the continuing
political struggles over the defense budget, many people may easily be
convinced that nutrition research funds might better be spent on

weapons or not spent at all.

The challenge was not met during the workshop. The general officer

did not expect to be satisfied immediately, and the participants were

not prepared to address such a large issue. This paper was prepared

after the workshop with some appreciation of the concerns of nutrition

research scientists and a belated understanding of why it had been
invited in the first place. This paper will also fail to satisfy the
challenge, but it will provide some information and suggest some steps

that may be helpful in doing so.

Task analysis performed by the Army in support of training may

serve nutrition research as a starting point for further anaiysis to
identify sensitive measures organized by some theory of nutrition and
behavior. Specifically, the tasks described in Army soldier's manuals
can satisfy the need to document military importance, but considerable

further research is needed to establish sensitive measures relevant to

nutrition theory.

A direct effort to show an empirical connection between nutrition

or any other behavioral variable and readiness training performance is
not recommended. "Steel-on-target" and combat exchange ratios are

influenced by too many variables, and there are too many controversies
about the meaning of combat field exercises. Military history is too

full of instances when ill-fed armies prevailed over well-fed opponents.
Consider the American Revolution and the Korean action and the arguments

suggested by such examples.

An alternative to direct impact evaluation in the real world is the
demonstration of theoretical consequences that make a plausible
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difference against realistic contingencies in combat scenarios. With
the hubris of one inno.ent of experience in nutrition research, I
suggest theory building and research to show that well-nourished
soldiers fight better and longer than they would if less well
nourished. The outcome of the battle is another story and quite
intractable from a research viewpoint.

SYSTEMS APPROACH TO TRAINING

A systems approach to training (SAT) was adopted by the Army
(TRADOC, 1982) to ensure that all military training can be considered
relevant and critical for mission accomplishment. SAT is based on the
Interservice Procedures for Instructional Systems Development (TRADOC,
1975), a five-volume manual on the application of instructional system
design (ISD) to military training. The ISD model is widely used in
training technology (Gagnd and Briggs, 1974; Kearsley, 1984). ISD moves
through five phases: analyze, design, develop, implement, and evaluate.
Each phase feeds information to every other phase in a network of system
loops so that the whole system should be self-correcting and demonstrate
progressive improvement and efficiency.

The first phase begins with task analysis oriented to supporting
the entire process of ISD. The importance of task performance in unit
missions and individual duty positions is examined. Training needs
analysis is conducted, and the feasibility of training is considered.
The possibilities of developing job aids to preclude training are
explicitly recognized and programmed for the development phase. The
products of task analysis are performance specifications and measures
and terminal learning objectives for critical tasks. These products
are published in soldier's manuals for almost all military occupational
specialties.

The task analysis methods developed in ;.id for the Army are
remarkably thorough in documenting the judgments involved. The Job and
Task Analysis Handbook (TRADOC, 1979) supplements the ISD volumes with
how-to-do-it flowcharts, forms, and detailed guidelines, but there are
several missing chapters. These missing elements are "Soft Skill
Analyis," "Collective/Individual Analysis Interface," and "Life Cycle
Systems Management/Training Developments Interface." These topics need
not be covered in detail to support the current SAT regulation because
the ISD model is nonregulatory. These seeming holes in the task analysis
methods are being satisfied by delegation to Army schools and responsible
commanders. The implication for research based on soldier's manual
information is that the task lists may not include some complex and
difficult to analyze tasks, or if listed, such tasks may be treated
summarily.

The significant feature of SAT task analysis for nutrition research
is the nature of the critical task information. The SAT regulation
(TRADOC, 1982, p. 29) describes it well:
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Critical task identification. This activity entails
identifying collective and individual tasks that are

considered essential to the accomplishment of a mission or
duty, and then determining those which require training,
i.e., critical tasks for training. The products of
critical task identification are critical task lists
accompanied by reports on the methodology utilized.

Critical task analysis. This analysis consists of the
following two activities:

Develop task performance specifications (TPS). TPS
are developed by analysts with the assistance of subject
matter experts. The specifications consist of detailed
descriptions of the overall activities (to include cues
and performance elements and steps), the conditions of
collective and individual task performance in a mission
environment or duty position, and the desired results and
standards. TPS enable the development of task performance
measures.

Develop task performance measures (TPM). In many
cases and for a number of reasons, it is not possible to
reproduce in the training situation the actual conditions
of task performance in a mission environment or duty
position. To overcome this problem, TPM are developed. A
TPM is an analyst's prescription of most feasible
performance measure. . .. There is no requirement to
develop TPM for those tasks for which the actual
performance and conditions in the mission environment or
duty position can be replicated in the training
situation. In those cases, the terminal learning
objectives (TLO), developed during the 'design' phase, can
be derived directly from the TPS.

SOLDIER'S MANUALS AND DATA SOURCES

Soldier's manuals can be obtained through military publication
channels or from the Government Printing Office. They are listed as
field manuals (FM) with number series specific to each military
occupational specialty. Since SAT is nonregulatory and decentralized,
there are variations in practice by the various Army school commands
responsible for producing and updating these manuals and related
reading materials. Some soldier's manuals are very recently published;
some are several years old. All contain tasks, conditions, and
standards of performance presented to enlisted personnel and their
superiors to guide self-study and training. *

The idea of ordering a complete set of all soldier's manuals is
impractical unless one is prepared to handle a library. There are
about 400 military occupational specialties (MOS), and many MOS have
two or three soldier's manuals to cover skill levels. The soldier's
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manual of common tasks, generic to all soldiers, .d a small set of MOS
in fields of research interest are suggested to gain familiarity with
this source.

Each of some 26 Army schools has a director of training developments
and "aff responsible for pursuing SAT. Task analysis details and
evaluation results are not centrally aggregated, to my knowledge, so
inquiry to particular schools may be necessary. Field visits will
probably be neceisary since SAT was adopted to reduce the burden of

paperwork required by ISD.

The Individual Training Evaluation Directorate, Army Training
Support Center, Ft. Eustis, Va., is a useful source of information
about skill qualification testing (SQT). Written SQTs are now used to
support personnel management and evaluate individual training insofar
as it can be evaluated with written tests. Although SQT no longer
includes hands-on performance testing, these tests of essential task
knowledge have been validated, and the scores are moderately correlated
with soldier quality measures such as mental category and civilian
education. This directorate can also provide current information on
the nature of score distributions and their reliability (Bolin et al.,
1981).

When the SQT included hands-on performance testing and job site
performance measures (before SAT), score distributions for these two
kinds of measures were commonly observed to be highly skewed in the
direction of high to very high success rates. These observations were
expected because criterion-referenced testing for training promotes
mastery and because job site measures are subject to the inflation of
supervisory ratings. The written tests of SQT then provided the most
variance (Bolin, 1981; Harman, 1981).

FURTHER TASK ANALYSIS NEEDS

Task analysis in the context of ISD is never finished; it is merely
stopped or frozen temporarily to get on with the other phases of ISD.
The processes of training and evaluation are expected to inform the
task analysts of initial errors. Corrections in design and development
phases then lead to another run through implementation, training, and
evaluation. Iteration through the system continues until some point of
diminishing returns is reached. That ISD was ever attempted on a full
scale by a military organization is simply amazing. That the necessary
iterations could not be accomplished because of personnel turnover and
other factors is a common observation among participants in the

* effort. Yet the resulting soldier's manuals and the concepts of SAT
provide a starting point and framework for further research. The first
need is for more and better task analysis.

Task analysis for ISD is ad hoc; it serves the purposes of training
and instruction. There is no real technology of task analysis as a
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separate discipline or generalized procedure because every kind of task
analysis is tailored to its purpose and its audience (Fine and Wiley,
1971; Mager, 1972; McCormick, 1979; Pajer, 1979). Task analysis for
wage and salary administration works at the level of job descriptions
to develop rating factors for clusters of duty positions similar enough
to be called a job; the objective is to ensure that similar jobs get
similar pay and that a linear relationship holc. between pay and job
levels within an organization. Task analysis for training requires
what Gagnd (1977) calls learning analysis to identify the domains of

human capability: intellectual skill, cognitive strategy, verbal
information, motor skill, and attitudes. Gagnd's concept of cumulative
learning suggests that cognitive strategies are learned by building on
the ocher four domains in problem solving given unique or unusual
conditions.

If military commanders want soldiers who fight smart, in the sense
of adapting doctrine and weapons systems to the circumstances of
mission, enemy, and terrain, then cognitive strategies for tactical

problem solving are high-value training goals.

Problem solving of this kind is not likely to be found in soldier's
manuals because by definition problem solving under unique conditions
cannot be broken down into set steps. Complex tasks with large
variations in conditions and solving steps were generically called soft
skills during the development of the job and task handbook for ISD.

Included among these neglected skills were leadership and interpersonal
relations (makiag judgment and problem solving seem even softer to some

-'.minds). Behavioral analysis was proposed and developed as a potential
technique for coping with these nonprocedural tasks, but task analysts
rejected the approach on the grounds of complexity.

An extended task analysis procedure (ETAP) was developed
specifically to deal with this problem (Reigeluth and Merrill, 1980).
ETAP is designed to provide a learning analysis for the whole range of
tasks. It begins with procedural analysis and moves to knowledge
analysis. Soft skills are handled by introducing two kinds of transfer

of training ideas as cognitive strategies, called factor transfer and
principle transfer. Problems presenting variations in conditions and
constraints on performance may be solved by weighting factors
differently in different situations. Problems requiring variations in

general procedures or unusual applications of old principles may be
solved by principle transfer. Finally, ETAP suggests that mixed cases
require combining procedural analysis with factor and principle
transfer. The method has not been tested beyond the developmental
work, but it seems promising and was acceptable to task analysts at
TRADOC.

If further task analysis is conducted in support of nutrition
research, it would be natural to tailor the work to specific research
interests. A theory of the relationship between nutrition and behavior
would guide selection of MOS and tasks within that MOS. Physical
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fitness and endurance might well be important. In view of the efforts
being made in selection, training, and human engineering to reduce rhe
skill demands of new weapon systems, the most important task of future
soldiers may be decision makint or tactical problem solving. From this
optimistic perspective on the development of smart weapons, I suggest
that nutrition researcA might seek to show that well-fed soldiers fight
smarter and longer in the physical sense than less well fed soldiers.
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FIELD EXERCISES

Terry Michael Rauch

Military field exercises generally provide large-scale testing and
training of soldiers and Army systems by simulating combat
environments. The mission objectives of such exercises are based on
conventiunal and unconventional warfare scenarios likely to be employed
by U.S. forces. Operational and environmental components of field
exercises place realistic demands on the soldier-materiel system
interface that are unparalleled by laboratory or field experiments for
realism and thus provide a unique test of military performance. The
primacy accorded field data in social-behavioral research is most
significant and based on the unvarying testimony of proponents with
diverse methodological views. Although there is little unanimity about
the analysis and interpretation of field data, there is a consensus
about the need to examine and understand the assumptions of field data
and their implications in determining the performance cf the individual
soldier, the military unit, and the interfacing materiel systems. I
will discuss methodological perspectives of measuring soldier
performance, focusing on the strengths and weaknesses of research
designs.

Methods of research on soldier performance may be organized into
three major technique categories: laboratory experiments,
field-chamber experiments, and field studies. Classification depends
on distinctions between experimental versus nonexperimental approaches
and between laboratory versus field settings. The characteristics and
criteria of laboratory experiments, field-chamber experiments, and
field studies (field exercises are synonymous with field studies)
designed to measure military performance need to be compared for their
relative merits. Operationally defined, military performance is viewed
as a function of the individual soldier or unit interfacing with a
dependent materiel system; hence, individual soldier or unit
performance is perceived as a functional entity deserving independent
measurement and analysis. Emphasis is on the performance parameters of
the individual soldier or unit. However, inferences may be applied to
the soldier-machine-environment interface, although such designs become
complex and it becomes difficult to generalize from them.

Laboratory experiments of soldier performance are characterized by
criteria in which the variance of all (or nearly all) the influential
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independent variables not relevant to a dependent measure(s) is
purposefully minimized. This type of variance is reduced by iaolating
research in a physical environment away from routine processes and by
systematically manipulating one or more independent variables under
rigorously controlled conditions. Hence, laboratory experiment designs
have the inherent virtue of relatively complete control of extraneous
factors, reducing error variance on dependent measures. Laboratory
designs use random assignment and manipulatiun of one or more
independent variables t, minimize error variance. Moreover, precise,
accurate, unambiguous experimental procedures result in less error
variance. With exact specification of materials ana methods, the risk
that subjects may respond equivocally and introduce random variance is

*lessened. However, the most significant weakness of laboratory tests
of soldier and unit performance is tha independent variables have
little effect on dependent variables, an attribute of the artificiality
of such designs. Yet when experimental designs are developed to

exclude (control) environmental noise, implying systematic manipulation
of one or few independent variables, it becomes very difficult to
relate the results to the real world. Laboratory designs incorporate
high internal validity at the expense of external validity.
Characteristically, internal validity implies a causal X-Y relationship.
For example, the relationship between X, a pharmacological agent, and
Y, heart rate, is a simple paradigm. Let us assume that the relation-
ship is linear, so that increases in dose X result in significant
increases in heart rate Y. However, extraneous factors deliberately
excluded or controlled for will affect heart rate in a similar way in
the real environment. Hence, many extraneous variables such as fear,
noise, vibration, dust, wind, or any stressor affecting autonomic
outflows will confound the principal indeoendent variable. Obviously,
external validity is limited in laboratory designs of soldier or unit
oerformance parameters. A significant value of laboratory research is
determination of the relationships and mechanisms underlying X-Y to
derive a functional form, Y - (f)X, so that empirical values can be
seen to agree with or deviate from predicted values. The basic logic
of research planning should use the relationships derived in the
laboratory for validation in field situations.

Field experiments include chamber, obstacle course, classroom, and,
to a certain extent, open-field settings. Their primary purpose is to

simulate a limited military operation in which .ne or more independent
variables are systematically manipulated and extraneous noise is
controlled as much as the physical Lesources permit. Whereas
laboratory experimentation has maximum control, field experiments
operate with less control as a trade-off for realism. Chamber studies
permit the manipulation of a wide spectrum of environmental variables
and simulate the operational military environment to a limited degree,
the primary constraint being physical resource parameters. For
example, in an environmental chamber subjects may be evaluated on
several cardiopulmonary parameters as a function of workload, induced
by a treadmill, at a specified temperature, humidity, amount of light,
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and windspeed, while wearing various clothing ensembles. Because
independent variables can be varti:d and randomization used, the
criterion of control is satisfied within limits. Control of the
experimental field is rarely as tight as in the laboratory;
nevertheless, intrinsic properties of the physical experimental
situation generally give independent variables a strohger effect, so
that the more realistic the research environment, the stronger the
variables. Realism not only increases the strength of variables but
also centributes to external validity. Realistic field experiments
offer more valid generalizations to the real military operational
environment.

Designs developed in field experiments are appropriate for
investigating physiological parameters, but are also essential to
understanding complex social influences, processes, and dynamics in
military unit cohesiveness and psychological perforetance. The
principal weakness of field experiments is the awkwardness of clearly
quantifying and manipulating independent variables in addition to the
use of randomization. Although there is no theoretical reason why
randomization cannot be used in many open-field designs, difficulties
such as unwillingness to break up units or allow soldiers in small
elite or special units to be assigned to experimental and control
groups at random occur frequently. Random assignment may be employed
in such designs, but the independent variable may still be confounded
because the effect of treatments cannot be isolated from other effects.

Another weakness inherent in designs of this nature is lack of
precision, resulting in systematic and random noise. Hence, to measure
the effect of X-Y in a field experiment, it becomes necessary to
maximize variance attributed not only to the maniVulated or assigned
variables, but also to quantify and measure the dependent variable
precisely. Yet, all things considered, in the military field situation
extraneous independent variables are numerous and measures of dependent
variables may not be sensitive enough to detect variance resulting from

the effects of independent variables.

Field studies are ex post facto efforts characterized by an
inability to gain direct control of independent variables because their
effects have already been manifested in some variance format or because
they are inherently not manipulable. Inferences about relations
between variables are discerned, without direct intervention, from
concomitant variation of independent and dependent variables. The
experimenter works on the premise that X is quantified and varied to
observe Y and determine whether concomitant variation expected or
predicted from manipulation of X occurs. Henze, to achieve control,

trandomization and manipulation of X can lead to the assumption that
Y -(f)X. In ex post facto research, Y is observed and X, or several
X's, is also observed, either before, after, or concomitant with
observations of Y. The logical validity of the structure of
experimental and ex post facto designs is the same: to establish the
empirical validity of a fundamental conditional statement, i.e.,
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Y f)X. However, the basic difference is that of direct control by
manipulation of X and secondarily the use of randomization in
experimental as opposed to ex post facto designs. Field studies
incorporate a real military operational situation or exercise to study
relationships among performance factors, both psychological and
physiological, of individual soldiers and their units in a true sense
of realism. Normally, independent variables are not manipulated.
Field designs of this type have traditionally focused on significant
factors in the field, relationships among factors, and establishing a
framework for hypothesis tesLing.

Research efforts with military field exercises are strong in
realism, significance, strength of variables, and heurism. Variables
used in field designs exhibit a large degree of variance compared with
laboratory designs. Consider the relative strength of cohesiveness as
a dependent variable in the laboratory where subjects are asked about
their desire to remain in a group dependent on some reward versus a
similar measure of unit cohesion foL soldiers deployed in a simulated
combat field exercise operating toward a major objective. Although the
strength of field variables is great, field designs are plagued by the
noise of extraneous variables, adding to the difficulty of separating
confounding variables from independent variables. The most serious
weakness of field studies is their ex post fj to character. Hence,
statements of relationships are weaker than in experimental studies, in
addition to the inherent plethora of confounding variables and variance.

Indeed, measurement methods for soldier performance, aside from
field validations of fundamental relationships derived in the
laboratory, involve a trede-off between how much internal validity is
sacrificed for external validity and what degree of control the
investigator is willing to exercise as a function of the relative
merits of laboratory, chamber, and field designs.

! I I I | !



COGNITIVE TESTING IN MILITARY PERFORMANCE RESEARCH

Jared B. Jobe and Louis E. Banderet

Cognitive performance testing in the military has been a challenge
for military psychologists for many years. Psychologists in many
different laboratories have assessed cognitive performance with many
different test batteries; there seems to be little agreement on the

best approach.

This paper will review some varied approaches to the assessment of
cognitive performance in the military under stressful conditions. A

comprehensive review of all cognitive performance batteries is beyond

the scope of this paper; instead, a few representative approaches are
covered.

MULTIPLE-TASK PERFORMANCE BATTERY

The multipie-task performa'ce battery (MTPB) was developed primarily
under Air Force contract to assess the performance of aerospace crews

operating under different work-rest schedules and periods of partial and
total sleep deprivation (cf. Chiles et al., 1968). Criteria were that
the task must measure functions performed by the operator in advanced
systems; the task must measure, from the subject's viewpoint, something

valid and important; the test-retest and mechanical reliabilities of the

tasks must be satisfactory; the task measures must be orthogonal; the
task must be sensitive to various manipulations; and asymptotic perfor-

mance must be achievable within reaaonable training time. Five tasks
were selected by these criteria. (1) Monitoring static processes

consisting of warning lights and auditory vigilance: the operator is
required to scan dials, lights, or displays while looking or listening

for a discrete binary change in the syst-n. (2) Monitoring dynamic

processes consisting of monitoring dials or displays that continually
change and determining whether a prescribed range was maintained. (3)

wStimulus discrimination or target id2ntification: the operator makes
simultaneous or successive comparisons of stimuli in order to render

some judgment according to one or more parameters of the stimuli.

Targets consisted of a 6 x 6 matrix of lights used to present contoured
figures. (4) Arithmetic computation: the operator adds two three-digit
numbers and then subtracts a third three-digit number from the sum.
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The problems are presented ot a rate of three per minute. (5) Proce-
dural performance: group prcblem-solving tasks that require discover-
ing the sequence in which fiv buttons must be pushed to solve a code-
lock problem (Alluisi, 1967, 1969; Alluisi et al., 1964; Chiles et al.,
1968; Morgan and Alluisi, 1972).

An important feature of the MTPB was that the tasks were performed
on a time-sharing basis. Tasks were presented for 2-h blocks consist-
ing of monitoring alone or a combination of two or three tasks for 15-
to 30-min periods. In all studies subjects were confined to the
experimental crew compartments for the duration of the study.

Regarding practice effects, the tasks either took extensive
practice to reach asymptote or were at high levels initially.
Asymptotic levels took longer to attain if time-sharing demands were
high. For the percentage of correct arithmetic problems index,
performance was asymptotic from the beginning. In terms of speed, 15 h
of practice was estimated as the time required to reach asymptote for
the arithmetic problems. For pattern discrimination, improvement
occurred across 45 h of practice (Adams and Chiles, 1961), and the test
was replaced with a target identification task that required 9 to 12 h
of practice to achieve asymptote (Alluisi et al., 1963). Performance
on the code-lock task reached asymptote after only 3 h of practice
(Chiles et a., 1968). Probability-monitorit,g performance was
initially high for both percent correct and detection time. Code-lock
solving did not achieve asymptote for a considerable period of time,
especially when time-sharing demands were high. Performance on the
auditory vigilance task showed almost no learning effect, starting and
remaining at 80 to 90% correct detections.

Reliability coefficients for the test battery were generally quite
high (0.674 to 0.968), except for target identification (0.175 to
0.283). Intercorrelations among tasks were generally low (0.003 to
0.534), except for auditory vigilance, which correlated with arithmecic
performance. The rekion for this was hypothesized to be a factor
common to both tasks, i.e., alertness or motivation.

Performance on the MTPB has generally been shown to be sensitive to
a variety of conditions. Thirteen studies investigating circadian
rhythms, sleep loss, and work-rest schedules were summarized by Chiles
et al. (1968). Significant circadian variation was found on
probabil'.ty monitoring, arithmetic performance, and warning-light
monitorirg. Comparing 6-h-on, 2-h-off (6/k) and 4/2 work-rest
schedules for 4 days yielded i..,onclusive results. Performance on a
4/4 schedule for 30 days was superior to that on a 4/2 schedule for all
but the arithmetic task. In a subsequent study, a 4/4/4/12 schedule
resulted in performance equal to that for the 4/4 schedule of the
earlier study on all tasks. Further studies were conducted in which
periods of sleep deprivation were superimposed on the work-rest
schedules. Results showed that performance on the 4/2 schedule was
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buperior to that on the 4/4 schedule, except for the target

identification task, both before and during sleep deprivation.

The MTPB was used in a study assessing thb effects of 3b h of sleep
deprivation superimposed on a 4/4/4/12 scheduje (Coates et al., 1974).
Performance decrements ranged from Ii to 33Z depending on the time of
day the sleep loss period began (data from individual tasks were not

presented). Similar data were presented by Morgan and Coates (1974)
and Morgan et al. (1974); sleep loss and circadian effects were found

after 36 to 48 h of sleep loss.

T.e effects of infectious diseases on MTPB performance were also

assessed (Alluisi, 1969; Alluisi et al., 1971; Thurmond et al., 1968,
1971). In one experiment (Alluisi et al., 1971), eight subjects

infected with Pasteurella tularensis (rabbit fever) and two uninfected

controls worked a 4/4/4/12 schedule for 12 ',ccessive days, with
exposure to the disease occurring on day 5. Ave.-ige efficiency fell
about 25% during the illness and was still 10 to 15% below that of the
controls after recovery. Performance on active tasks was worse than on
watch-keeping tasks, but recovery was less nearly complete on the

watch-keeping tasks. The study was replicated during an extended
15-day study, and performance and recovery on the watch-keeping tasks
were better than on the active tasks (Thurmond et al., 1968). The
effects of a similar disease, sandfly fever, have also been studied

(Alluisi et al.., 1'73).

PERFORMANCE EVALUATION TESTS FOR ENVIRONMENTAL RESEARCH

Another test battery, Performance Evaluation Tests for
Environmental Research (PETER), was developed in the late 1970s at the
Naval Biodynamics Laboratory in New Orleans, La. This ongoing program
has been guided by theoretical and statistical issues associated with

repeated performance assessment and represents approximately 7 years of
development. A 90-citation bibliography (Harbeson et al., 1983)

summarized the program's efforts.

This program has made many contributions. Initially, a
bibliography of tests from environmental, information processing, and
neuropsychological batteries that were affected by various
environmental stressors was compiled (Dixon et al., 1978). Next, the
PETER program studies varied test media and tests (Bittner et al.,

1983, 1984a, 1984b; Carter and Sbisa, 1982; Jones et al., 1981; Kennedy
et al., 1981a, 1981b, 1982; Smith et al., 1983). Paper-and-pencil

tests, video games, computer-administered tests, and tests as diverse

as concrast sensitivity, the Stroop test, reactinn time, spoke test,
time estimation, Baddeley's grammatical reasoning (Baddeley, 1968), and
pattern comparison were evaluated. Methods and statistical procedures

were specified or identified for description and qiantification of test
stability and reliability (3ittner and Carter, 1981; Krause and

Woldstad, 1983). These methods provide information on practice
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requirements, number of subjects required, testing duration, and the
relative stability and reliability of various tests and test media.

Papers describing the advantages of repeated-measures designs and

stable tests have also been written (Bittner and Carter, 1981). A

transition to automated testing was evident when electronic and video
games were demonstrated as a viable off-the-shelf test medium (Jones et

a!., 1981; Kennedy et al., 1981a, 1981b, 1982).. Shortly thereafter, a
publication listing FORTRAN programs showed explicitly how eight

paper-and-pencil tests and their alternative forms could be created by
computer (Carter a~id Sbisa, 1982). Such programs could also generate

tests for computer administration.

Many different tests and measurement indexes (e.g., number correct,

proportion correct, percent change) have also been evaluated (Bittner
et Al., 1984a). Each test or measurement index was examined for the

time required to achieve total stability of means, variAnces, and
intertrial correlations; the time required for differ.ential stability

of intertrial correlations; and the estimated reliability for a 3-min
administration. Each of the 112 measures in the report was given one

of four ratings; only 30 were recommended, 15 were acceptable but
redundant, 35 were marginal, and 32 were unacceptable. The 30

recommended measures and other descriptive information are suumarized
in Table I. It is interesting that a test's statistical properties are

influenced by the measurement index chosen. For example, the manikin

test, using log latency measures, is a recommended test, whereas if
accuracy measures are used, it is a marginal test. Also, Sternberg

item recop ition for either positive target set I or 4 is a recommended

test. When slope or intercept measures are used, the Sternberg test is

rated unacceptable. It is also noteworthy that the practice times to

achieve total test stability (1 to 135 min) are much shorter than those
required with the MTPB described earlier. It is likely that the

time-sharing characteristics and the greater complexity of some of the

MTPB tasks produce the markedly different practice requirements.

Such procedures also make it possible to compare modified versions

of a test and to compare paper-and-pencil tests with their automated

equivalents (Bittner et al., 1984b; Smith et al., 1983). The last work
is especially provocative, since it suggests that tests should be
automated cautiously. Unfortunately, the statistical properties of

automated tests are often inferior to those of their paper-and-pencil

counterparts (Bittner et al., 1984a, 1984b; Krause, personal
communication; Smith et al., 1983).

One of the most recent contributions from the PETER program was the

implementation of an automated portable test system (Bittner et al.,

1984b). The hardware selected was a notebook-sized computer, NEC

PC8201A, which can be operated from batteries and is very portable. To
date, three questionnaires and 15 performance tests have been

computerized, and the adaptation of 30 or more tests is anticipated.
The test system is being used in a wide range of studies that include

vibration, simulator aftereffects, flight tests, hypoxia, and drug
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effects. Over 1,000 subjects have been studied with the system in
environments such as vibration platforms, ships, and hypobaric and
hyperbaric chambers. Suggested procedures and formulas to evaluate
automated tests have also been described (Bittner et al.., 1984b).

Selected methods from the PETER program have been applied at the
U.S. Army Research Institute of Environmental Medicine (USARIEM) in
Natick, Mass. Six -f the eight tests described (Carter and Sbisa,
1982) were computer generated and prinzad on an off-line laser
copier. Most tests were adapted and made more difficult, e.g., pattern
comparison discriminations were made less obvious and two new verbs
were added to Baddeley's (1968) grammatical reasoning test. In
addition, three new paper-and-pencil tests with alternative forms were
developed at USARIEM. The Tower of Hanoi, a popular puzzle and test of
logical reasoning (Anzai and Simon, 1979), was adapted as a
paper-and-pencil test wi-h discrete, forced-choice responses (Banderet
et al., 1984). The computer interaction test (Banderet et al., 1984)
requires actions similar to those of military personnel who use
computer keyboard and display systems. It evaluates a person's global
transactions with a computer system, a 12-digit desk-top calculator.
The map-compass orientation test is a paper-and--encil test with word
problems to test application of map, compass, and related spatial
concepts.

Different environmental conditions have been studied with tests
adapted from PETER or new tests developed at USARIEM. In a
double-blind study (Banderet and Jobe, 1984), 0.5- to 2.0-mg doses of
atropine were tested. Pattern comparison errors increased the first
time atropine (0.5 mg) was given. Decreased performance rates on the
coding and grammatical reasoning tests approached statistical
significance during replication of the 2-mg dose. It is likely that
the dose regimen and the small number of subjects (7) caused an
underestimate of the actual drug effects.

In a study of hypoxia and acute mountain sickness, seven tests were
administered to 23 subjects at a simulated Uigh (4,600 m) altitude
(Banderet and Burse, 1984). Performance on all tests was most impaired
on the first administration at high altitude (1 or 6 h) and was 72 to
88% of baseline. After 38 and 43 h at high altitude, performance had
recovered fully on all but two of the tests.

In a study of dehydration (room temperature) and cold exposure with
restricted fluid intake (Banderet et al., in press), five tests were
given to 18 subjects dehydrated 2.5% by body weight at room
temperature. The dehydrated subjects' performance on all tests except
grammatical reasoning was significantly lower than that of the control
subjects. Performance on all tests except grammatical reasoning was
impaired when the control subjects wore the protective Arctic uniform
in -250C (4 km/h winds) conditions. Also, dehydration produced
impairments comparable to thnne observed durinrg the cold exposure.



188

Results from these environmental studies indizate that the tests
adapted from the PETER program are sensitive. In addition, these
results show that methods from the PETER program can aid in the
development and evaluation of new tests (Bandaret et al., 1984).

WALTER REED PERFORMANCE ASSESSMENT BATTERY

The Walter Reed Performance Assessment Battery (PAB) is a primarily
cognitive test battery developed for computer presentation and control
and for sensitivity to ultradian and circadian variations. The PAB
uses a 48K Apple IT or Apple II+ microcomputer with a single disk drive
and requires a California Computer System timer card as well as minor
video circuit modifications. Programs are written in Applesoft BASIC
under DOS 3.3 (Thorne et al., 1985). The microcomputer system allows
ease of presentation. subject feedback, scoring, and statistics.
Currently, the battery consists of the following 11 tasks (Thorne et
al., 1985). (1) Two-letter search, a vistal search and recognition
task. Two target letters are presented at the top of the screen,
followed by a string of 20 letters in the middle of the screen. The
subject must determine whether both target letters are in the string.
(2) Six-letter search consists of a six-letter target, otherwise it is
identical to the two-letter search. (3) Encoding-decoding consists of
translating a series of letters into numerical map coordinates, or vice
versa, using a double set of code keys. (4) Two-column addition
consists of adding five two-digit numbers which are presented
simultaneously in column format. The column disappears with the first
entry, and no aids for the carried-over numbers are allowed. This
addition task requires a different strategy than the addition task from
the PETER battery and is more difficult. (5) Logical reasoning,
similar to the PETER task, consxits of the presentation of the letter
pair AB or BA along with a statement that correctly or incorrectly
describes the order of the letters in the pair. (6) Digit recall, a
short-term memory task, consists of the presentation of a row of nine
digits for 1 s. Following a retention interval of 3 s, eight of the
nine digits are redisplayed in a different random order, and the
subject enters the missing digit (no digit appearL mcr, than twice).
(7) Serial addition or subtraction consists of the 50-ms presentation
of two random digits and either a plus or a minus sign. The subject
performs tle operation and enters the least significant digit of the
result, adding 10 if the result is negative. (8) Pattern recognition
I, a spatial memory task, consists of the presentation for 1.5 s of a
random pattern of asterisks in a 14 x 14 matrix, in which each column
and row contains a single dot and 13 blanks. After a 3.5-s retention
interval, a second pattern is presented, either identical or with three
dots in different positions. The subject determines whether the two
patterns are identical. (9) Pattern recognition Ii is a more difficult
version, with a 16 x 16 matrix in which either two or no dots change
position. The pattern is presented successively, adding a memory
component, whereas in the PETER the two patterns are presented
simultaneously. (10) Mood-activation scale consists of the
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presentation of 65 -djectives representing positive or negative effect
or activation. (11) Four-choice reaction time uses a box contaiaing
four light-emitting diodes in a square array mounted above four
correspo-nding pushbuttons. Single lights are illuminated randomly, and
the subject presses the corresponding button as quickly as possible.

Like the two performance batteries reviewed previously, the PAB is
designed for use in repeated-measures experiments with subjects being
trained to asymptotic levels. In several versions, the battery has
been used to study the effects of sleep deprivation (Thorne et al.,
1983), susLained performance, jet lag, heat stress, physical fatigue,
hypoxia, and sickle cell disorders (cf. Thorne et al., 1985). Eight
PAB tasks (except encoding-decoding, mood, and reaction time) were used
in a study assessing t.a effects of a 72-h sleep deprivation (Thorne et
al., 1983). The taskb were performed at asymptotic levels before the
72-h period for the two female and six male subjects. Each subject
spent a minimum of 30 min each hour on testing, with the PAB given
every other hour. Other tests were also given, and subjects were
allowed free time. All eight tasks showed similar declines after sleep
deprivation and showed circadian effects of approximately 10% of
baseline as well. Substantial recovery was demonstrated on all eight
tasks after a 4-h nap. Performance was 26% of baseline at 72 h and 77%
of baseline after the 4-h nap.

SUMMARY

Three different test batteries, primarily cognitive, were reviewed.
The batteries were chosen to represent three different services, Air
Force, Navy, and Army, and three different approaches. The MTPB was
designed to model real-world, complex operator tasks; the PETER was
developed for methodological and statistical properties to be used in a
variety of situations; and the PAB was developed for testing ultradian
and circadian variations and for ease of presentation and scoring via
computer. These batteries, designed to assess different military
performance and skills, have all been successful in being sensitive to
a wide range of experimental manipulations, including sleep deprivation,
environmental extremes, infectious disease, drugs, and restricted fluid
intake.
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WORKING GROUP DISCUSSION SUMMARIES

The Workshop on Cognitive Testing Methodology Military Nutrition
Research was designed to accomplish three aims: first, to review the
state of the art in testing cognitive functions; sezund, to develop
guidelines for selecting tests that might be used to evaluate the
cognitive performance of military personnel and to rake recommendations
about the utility of specific tests; and finally, to identify areas in
which research projects might improve our ability to evaluate the effects

of nutrition on cognitive performance in military personnel. The papers
presented in the first three sessions of the workshop and included in
this volume provide an excellent background for discussion of these three
issues. The final session of the workshop was devoted to discussions of

the three aims of the workshop in light of this background material.
Speakers and other participants in the workshop were formed into three
groups, each with its own discussion leader. Individuals were assigned

so thit each group would include a mixture of investigators from basic
and applied arcas of cognitive testing, investigators from military
laboratories, and members of the National Research Council Committee on
Military Nutrition Research. Each discussion group was to give special
attention to one of the three aims of the workshop, although, as the
results of the working group discussions indicate, the three aims are so
intricately connected that one cannot be addressed in isolation from the

others.

Below are summaries of the discussions for each of the working

groups. Following these are the general conclusions and recommendations
developed in these working groups regarding the three aims of the
workshop.

GROUP 1: DISCUSSION SUMMARY

This group was to give special attention to the first aim, the

current state of the art in testing cognitive functions.

Discussion in the working group identified four major areas that need

to be brought together for military nutrition research. The four areas
are:

194



195

currently existing military tests and batteries;
military ta'.s that snould be measured by the above-mentioned tests;
important nutritional variables that need to be investigated as

independent variables; and
important modulating variables that should be eithe.- co-ndependent

with nutrition variables or controlled variables, or have known
values to minimize confounding.

It asa agreed that the state of the art is such that performance
relevant to important military tasks can bz tested by using cognitive
tests together with simulators and group-assessment methods. Following
is a list of existing cognitive tests used by the military and a list of
military tasks. These are reviewed in Session 11.

Military tests: simulators, field studies, field exercises,
Waiter Reed performance assessment battery, Performance
Evaluation Tests for Environmental Research (PETER) battery,
Department of Defense Joint Working Group on Drugs Battery,
Alluisi Battery, FDC Evaluation 4ethods, embedded
performance, Strupp task.

Military tasks and behavior- flexibility, leader decision
making, driven behaviors, self-paced behaviors,
sensory-motor tasks, small-group performance,
self-evaluation of performance, risk taking, visual
scanning, affect.

Nutritional variables: caloric deprivation, water sufficiency,
protein-carbohydrate ratio, electrolyte balance, vitamin
sufficiency, performance modulators.

Modulating variables: mission demands, age, gender, race, heat,
cold, altitude, noise, activation, repetition, sleep
deprivation, circadian disruption, psychological stress,
pollutants, drugs/alcohol, physical fitness, fatigue,
nuclear, biological, chemical status.

It was also agreed that the ability exists to measure, manipulate,
or control many of the modulating variables of importance. However, the
sensitivity of existing tests to possibly subtle effects of nutritional
variables is not known. The lists include nutritional variables that
might affect cognitive performance and variables that might modulate or
covary with the nutritional variables.

Other conclusions of the working group are as follows:

No single test battery for assessing cognitive function exists,
aand such a battery is inconceivable. The development of a single
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all-purpose, cognitive battery is not a reasonable research
objective.

A finite set of military tasks with heavy cognitive loads need
to be identified and submitted to psychometric analysis to identify
component skills.

A number of batteries for assessing military perfirmance have
been developed, and the factorial composition of thesa tasks needs
to be evaluated in the context of the preceding item.

Independent determination of the sensitivity of the tasks in the
batteries needs to be done. Pharmacological and environmental
variables should be used as positive controls.

Systematic studies with animals and humans should now proceed to
isolate appropriate parameters for future field testing.

GROUP II: DISCUSSION SUMMARY

This group discussed the second aim, to recommend specific tests that
may be used to assess the possible cognitive effects of nutritional
deficits on military performance.. The discussion centered on three
issues: whether there is any basis for believing that nutriticn
deficits can influence cognitive measures, the need for a variety of
tests that measure cognitive performance that are applicable to military
performance, and the recommendation of specific cognitive processes that
should be examined.

Although it was argued by some that thE demands and the structure
that are imposed on military personnel may preclude any subtle influence
of a nutritional deficit, the majority of the discussants agreed that
the effects of nutritional deficits may be equivalent to those produced
by fatigue, sleep deprivation, or jet lag. Moreover, it was pointed out
that poor nutrition may interact with fatigue, sleep deprivation, and jet
lag and exaggerate their deleterious effects on military performance.

The discussion then shifted to the task of identifying specific tests
of cognitive function that the military may use to study the possible
influence of nutritional deficits. It was concluded that this task was
impossible to complete at present because ot the paucity of information

on the cognitive processes that are important for optimal military
performance. The discussion emphasized that research to identify these

cognitive processes is critical to assess the degree to which nutritional
deficits may impair military performance.

Finally, the discussion centered on the identification of specific
cognitive procr -4 that were thought to be most vulnerable to
nutritional x ces. These processes include:

Attention. A battery of tests designed to measure attention should

include tests of focused, selective, 4ividet, and sustained attention.
Again, it was emphasized that these tests of attention must be
field-tested, and only those that measure the kinds of attentional
processes required for optimal military performance should be used.
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Memory. Many different kinds of tasks and tests of memory for
different kinds of information relevant to the performance of military
tasks should be included.

Self-Monitoring Behavior. These tasks should be directed towards

evaluating the individuals' perception ot their own ability to complete
a particular military task.

Reading Ability. Tests of reading ability are important because
they incorporate the assessment and integration of memory, reasoning,
and verbal comprehension.

Tests of Affect and Morale. It was felt that foo.i may play a very
large, although indirect, role on military performance by affecting
mood and morale.

Cognitive Strategies. Several discussants recommended that not
only cognitive abilities should be assessed, but also cognitive
strategies. It is possible to arrive at the same answer to a problem

by using very different strategies. Knowing how nutritional deficits
may affect the strategies that military personnel use may help predict
the kinds of errors they would make in new situations.

Self-Initiated Cognitive Activivies. Although it is currently

difficult to measure, several discussants felt that this kind of
cognitive measure may be particularly sensitive to the effects of poor
nutrition. Its importance in military performance must be determined
before it is included in any test battery.

S eed-Accuracy Trade-Off. Finally, it was felt that speed-accuracy
trade-off functions are a cognitive dimension that may be sensitive to
nutritional deficits and would be of considerable military importance.

GROUP III: DISCUSSION SUMMARY

This group was to give special attention to the third aim,
identifying research areas that should be pursued to enhance our
ability to test the cognitive effects of nutritional variables. The
group began by considering how tests had been selected for the Meal
Ready-to-Eat (MRE) study currently being conducted on the island of
Hawaii. It was generally agreed that the testing procedures presented
and discussed at the current workshop would be very helpful in planning
future studies of the effects of nutritional variables on performance.
The subsequent discussions of the group were concerned with five topics:

Are there enough cognitive testing procedures c-Arrently
* available to begin a program of research investigating the effects

of nutritional variables on cognitive performance?
What should be the first step in a program of research

investigating the cognitive effects of nutritional variables?
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If a battery of cognitive tests were shown to be sensitive to
the effects of nutritional variables, how would one then proceed to

show that those tests were predictive of performance in real
military situations?

What kinds of nutritional variables might be used in initial
studies to identify sensitive cognitive tests?

What should be the role of preclinical animal studies in a
program of research on the role of nutritional variables in the
cognitive performance of military personnel?

Each of these topics was discussed at some length, and examples
relevant to each topic were presented. It was recognized that the
topics are not independent and that specific recommendations may be
relevant to more than one topic. The general conclusions and
recommendations of the group were as follows:

There are currently more than enough laboratory-based cognitive
testing procedures available to begin a program of research on the
effects of nutrition on cognitive performance.

Since most of the recently developed cognitive tests have not
been used to evaluate the effects of nutritional variables, there
is a critical need to determine the senzitivity of various tests to
changes in nutritional status.

Teets thought most likely to be sensitive are those that involve
sustained alertness and possibly storage of information in memory.
Neurophysiologically, these kinds of tasks require integrated
functioning of large areas of the neocortex and hippocampus.

Nutritional states that might have substantial effects on
cognition and that might actually be encountered in military
situations include acute caloric deprivation and submaximum water
deprivation. These states might be used to determine which
cognitive parameters are sensitive to nutritional status.

Once sensitive tests have been identified and the nutritional
status most likely to impair performance on those tests has been
determined, their predictive power would have to be measured. This
would require testing the effects of identified nutritional
variables in nonlaboratory situations, including simulators, field
exercises, and measures of crew interaction.

Preclinical animal models would be useful for determining
whether specific kinds of nutrient deficiencies might affect

performance. These nutrient deficiencies could not be induced in
humans.

The working group also agreed that several other issues need to be

considered if a viable research program is to be developed, but had no
specific conclusions or recommendations about how to address them. The
issues were:
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Nutritional research, if it is to be relevant to military
needs, must be incorporated into existing programs.

Attention must be paid to the psychometric properties of the
tests incorporated into any battery. Issues of reliability and
sensitivity to change must be addressed.

For some purposes, normative test data obtained from relevant
military populations may be useful.
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